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4.3 Example: Income, Education, and Work Experience in the Legal World
Descriptive statistics 
“Analyze” → “Descriptive Statistics” → “Descriptives” → In the pop-up box, move income and labor  under “Variable(s)”, click “Options” and select Variance and Range → “OK”

	Descriptive Statistics

	
	N
	Range
	Minimum
	Maximum
	Mean
	Std. Deviation
	Variance

	income
	27
	73
	15
	88
	49.74
	20.891
	436.430

	labor
	27
	11
	1
	12
	6.93
	3.441
	11.840

	Valid N (listwise)
	27
	
	
	
	
	
	



“Analyze” → “Descriptive Statistics” → “Frequencies” → In the pop-up box, move academic to “Variable(s)”. → “OK”   

	Academic

	
	Frequency
	Percent
	Valid Percent
	Cumulative Percent

	Valid
	BA
	8
	29.6
	29.6
	29.6

	
	JD
	11
	40.7
	40.7
	70.4

	
	PhD
	8
	29.6
	29.6
	100.0

	
	Total
	27
	100.0
	100.0
	



Making dummy variables 
“Transform” → “Recode into Different Variables” → In the pop-up box, move academic to “Input Variable → Output Variable:” box, type in the name of the dummy variable (ba_dummy) under “Name” in the “Output Variable” box , click “Change”, click “Old and New Values” -> In the pop-up box, type in BA in the “Old Value” box, type in 1 in the “New Value” box, click “Add”, type in JD in the “Old Value” box, type in 0 in the “New Value” box, click “Add”, type in PhD in the “Old Value” box, type in 0 in the “New Value” box, click “Add”, click “Continue”, click “OK”.
“Transform” → “Recode into Different Variables” → In the pop-up box, move academic to “Input Variable → Output Variable:” box, type in the name of the dummy variable (jd_dummy) under “Name” in the “Output Variable” box , click “Change”, click “Old and New Values” -> In the pop-up box, type in JD in the “Old Value” box, type in 1 in the “New Value” box, click “Add”, type in BA in the “Old Value” box, type in 0 in the “New Value” box, click “Add”, type in PhD in the “Old Value” box, type in 0 in the “New Value” box, click “Add”, click “Continue”, click “OK”.
[bookmark: _GoBack]“Transform” → “Recode into Different Variables” → In the pop-up box, move academic to “Input Variable → Output Variable:” box, type in the name of the dummy variable (phd_dummy) under “Name” in the “Output Variable” box , click “Change”, click “Old and New Values” -> In the pop-up box, type in PhD in the “Old Value” box, type in 1 in the “New Value” box, click “Add”, type in JD in the “Old Value” box, type in 0 in the “New Value” box, click “Add”, type in BA in the “Old Value” box, type in 0 in the “New Value” box, click “Add”, click “Continue”, click “OK”.

Correlation among X’s 
“Analyze” → “Correlate” → “Bivariate” → In the pop-up box, move labor, phd_dummy, and jd_dummy to “Variable(s)”. → “OK”

	Correlations

	
	labor
	phd_dummy
	jd_dummy

	labor
	Pearson Correlation
	1
	-.370
	.308

	
	Sig. (2-tailed)
	
	.057
	.118

	
	N
	27
	27
	27

	phd_dummy
	Pearson Correlation
	-.370
	1
	-.538**

	
	Sig. (2-tailed)
	.057
	
	.004

	
	N
	27
	27
	27

	jd_dummy
	Pearson Correlation
	.308
	-.538**
	1

	
	Sig. (2-tailed)
	.118
	.004
	

	
	N
	27
	27
	27

	**. Correlation is significant at the 0.01 level (2-tailed).



Multiple regression with “BA” as the reference category (without interactions) (Y = income, X = labor, phd_dummy, jd_dummy)
“Analyze” → “Regression” → “Linear” → In the pop-up box, move income to “Dependent”, and move labor, phd_dummy, and jd_dummy to “Independent(s)”. → “OK”


	Model Summary

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	.852a
	.726
	.690
	11.623

	a. Predictors: (Constant), jd_dummy, labor, phd_dummy




	ANOVAa

	Model
	Sum of Squares
	Df
	Mean Square
	F
	Sig.

	1
	Regression
	8240.118
	3
	2746.706
	20.332
	.000b

	
	Residual
	3107.067
	23
	135.090
	
	

	
	Total
	11347.185
	26
	
	
	

	a. Dependent Variable: income

	b. Predictors: (Constant), jd_dummy, labor, phd_dummy




	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	10.819
	6.574
	
	1.646
	.113

	
	labor
	4.517
	.720
	.744
	6.272
	.000

	
	phd_dummy
	5.973
	6.009
	.133
	.994
	.331

	
	jd_dummy
	14.409
	5.454
	.345
	2.642
	.015

	a. Dependent Variable: income



Partial model without academic degree dummy variables (Y = income, X = labor)
“Analyze” → “Regression” → “Linear” → In the pop-up box, move income to “Dependent”, and move labor to “Independent(s)”. → “OK”

	Model Summary

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	.801a
	.642
	.628
	12.748

	a. Predictors: (Constant), labor




	ANOVAa

	Model
	Sum of Squares
	Df
	Mean Square
	F
	Sig.

	1
	Regression
	7284.188
	1
	7284.188
	44.820
	.000b

	
	Residual
	4062.997
	25
	162.520
	
	

	
	Total
	11347.185
	26
	
	
	

	a. Dependent Variable: income

	b. Predictors: (Constant), labor




	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	16.051
	5.598
	
	2.867
	.008

	
	labor
	4.864
	.727
	.801
	6.695
	.000

	a. Dependent Variable: income



Multiple regression with “PhD” as the reference category (without interactions) (Y = income, X = labor, ba_dummy, jd_dummy)
“Analyze” → “Regression” → “Linear” → In the pop-up box, move income to “Dependent”, and move labor, ba_dummy, and jd_dummy to “Independent(s)”. → “OK”


	Model Summary

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	.852a
	.726
	.690
	11.623

	a. Predictors: (Constant), jd_dummy, labor, ba_dummy




	ANOVAa

	Model
	Sum of Squares
	Df
	Mean Square
	F
	Sig.

	1
	Regression
	8240.118
	3
	2746.706
	20.332
	.000b

	
	Residual
	3107.067
	23
	135.090
	
	

	
	Total
	11347.185
	26
	
	
	

	a. Dependent Variable: income

	b. Predictors: (Constant), jd_dummy, labor, ba_dummy




	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	16.792
	5.464
	
	3.073
	.005

	
	labor
	4.517
	.720
	.744
	6.272
	.000

	
	ba_dummy
	-5.973
	6.009
	-.133
	-.994
	.331

	
	jd_dummy
	8.436
	5.867
	.202
	1.438
	.164

	a. Dependent Variable: income


Making interaction terms 
“Transform” → “Compute Variable” → In the pop-up box, type in inter1 under “Target Variable” and type in labor * phd_dummy under “Numeric Expression”→ “OK”

“Transform” → “Compute Variable” → In the pop-up box, type in inter2 under “Target Variable” and type in labor * jd_dummy under “Numeric Expression”→ “OK”  

Multiple regression with “BA” as the reference category (with interactions) (Y = income, X = labor, phd_dummy, jd_dummy, inter1, inter2) 
Inter1 – labor × phd_dummy
Inter2 – labor × jd_dummy 
“Analyze” → “Regression” → “Linear” → In the pop-up box, move income to “Dependent”, and move labor, phd_dummy, jd_dummy, inter1, and inter2 to “Independent(s)”. → “OK”

	Model Summary

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	.896a
	.803
	.756
	10.324

	a. Predictors: (Constant), inter2, inter1, labor, phd_dummy, jd_dummy




	ANOVAa

	Model
	Sum of Squares
	Df
	Mean Square
	F
	Sig.

	1
	Regression
	9108.991
	5
	1821.798
	17.093
	.000b

	
	Residual
	2238.194
	21
	106.581
	
	

	
	Total
	11347.185
	26
	
	
	

	a. Dependent Variable: income

	b. Predictors: (Constant), inter2, inter1, labor, phd_dummy, jd_dummy




	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	28.194
	8.460
	
	3.332
	.003

	
	labor
	2.078
	1.071
	.342
	1.940
	.066

	
	phd_dummy
	-19.756
	11.249
	-.440
	-1.756
	.094

	
	jd_dummy
	-12.404
	12.252
	-.297
	-1.012
	.323

	
	inter1
	4.109
	1.677
	.552
	2.450
	.023

	
	inter2
	3.592
	1.475
	.784
	2.435
	.024

	a. Dependent Variable: income




