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7.3 Example: Cassation of Smoking
Descriptive statistics 
“Analyze” → “Descriptive Statistics” → “Descriptives” → In the pop-up box, move attempt and education under “Variable(s)”, click “Options” and select Variance and Range → “OK”


	Descriptive Statistics

	
	N
	Range
	Minimum
	Maximum
	Mean
	Std. Deviation
	Variance

	attempt
	75
	18
	0
	18
	5.43
	4.788
	22.924

	education
	75
	15
	9
	24
	17.11
	4.112
	16.907

	Valid N (listwise)
	75
	
	
	
	
	
	




“Analyze” → “Descriptive Statistics” → “Frequencies” → In the pop-up box, move cessation and relation to “Variable(s)”. → “OK”   

	cessation

	
	Frequency
	Percent
	Valid Percent
	Cumulative Percent

	Valid
	Successful
	42
	56.0
	56.0
	56.0

	
	Unsuccessful
	33
	44.0
	44.0
	100.0

	
	Total
	75
	100.0
	100.0
	




	Relation

	
	Frequency
	Percent
	Valid Percent
	Cumulative Percent

	Valid
	Married
	21
	28.0
	28.0
	28.0

	
	Single
	22
	29.3
	29.3
	57.3

	
	Unmarried partner
	32
	42.7
	42.7
	100.0

	
	Total
	75
	100.0
	100.0
	



[bookmark: _Hlk57754513]Making dummy variables 
Dummy variable for “Married” (m_dummy)
“Transform” → “Recode into Different Variables” → In the pop-up box, move relation to “Input Variable → Output Variable:” box, type in the name of the dummy variable (m_dummy) under “Name” in the “Output Variable” box , click “Change”, click “Old and New Values” -> In the pop-up box, type in Married in the “Old Value” box, type in 1 in the “New Value” box, click “Add”, type in Single in the “Old Value” box, type in 0 in the “New Value” box, click “Add”, type in Unmarried partner in the “Old Value” box, type in 0 in the “New Value” box, click “Add”, click “Continue”, click “OK”.    

Dummy variable for “Single” (s_dummy)
“Transform” → “Recode into Different Variables” → In the pop-up box, move relation to “Input Variable → Output Variable:” box, type in the name of the dummy variable (s_dummy) under “Name” in the “Output Variable” box , click “Change”, click “Old and New Values” -> In the pop-up box, type in Single in the “Old Value” box, type in 1 in the “New Value” box, click “Add”, type in Married in the “Old Value” box, type in 0 in the “New Value” box, click “Add”, type in Unmarried partner in the “Old Value” box, type in 0 in the “New Value” box, click “Add”, click “Continue”, click “OK”.    

Dummy variable for “Unmarried partner” (p_dummy)
“Transform” → “Recode into Different Variables” → In the pop-up box, move relation to “Input Variable → Output Variable:” box, type in the name of the dummy variable (p_dummy) under “Name” in the “Output Variable” box , click “Change”, click “Old and New Values” -> In the pop-up box, type in Unmarried partner in the “Old Value” box, type in 1 in the “New Value” box, click “Add”, type in Single in the “Old Value” box, type in 0 in the “New Value” box, click “Add”, type in Married in the “Old Value” box, type in 0 in the “New Value” box, click “Add”, click “Continue”, click “OK”.    


Correlation among X’s (attempt, education, m_dummy, p_dummy)
“Analyze” → “Correlate” → “Bivariate” → In the pop-up box, move attempt, education, m_dummy, and p_dummy to “Variable(s)”. → “OK”

	Correlations

	
	attempt
	education
	m_dummy
	p_dummy

	attempt
	Pearson Correlation
	1
	-.302**
	.006
	-.032

	
	Sig. (2-tailed)
	
	.008
	.956
	.785

	
	N
	75
	75
	75
	75

	education
	Pearson Correlation
	-.302**
	1
	.173
	-.009

	
	Sig. (2-tailed)
	.008
	
	.138
	.937

	
	N
	75
	75
	75
	75

	m_dummy
	Pearson Correlation
	.006
	.173
	1
	-.538**

	
	Sig. (2-tailed)
	.956
	.138
	
	.000

	
	N
	75
	75
	75
	75

	p_dummy
	Pearson Correlation
	-.032
	-.009
	-.538**
	1

	
	Sig. (2-tailed)
	.785
	.937
	.000
	

	
	N
	75
	75
	75
	75

	**. Correlation is significant at the 0.01 level (2-tailed).



Logistic Regression (Y = cessation_binary, X = attempt, education, m_dummy, p_dummy)
[bookmark: _Hlk57645481]First recode “cessation” (Successful vs. Unsuccessful) to Successful =1 and Unsuccessful = 0.

“Transform” → “Recode into Different Variables” → In the pop-up box, move cessation to “Input Variable → Output Variable:” box, type in the name of the dummy variable (cessation_binary) under “Name” in the “Output Variable” box , click “Change”, click “Old and New Values” -> In the pop-up box, type in Successful in the “Old Value” box, type in 1 in the “New Value” box, click “Add”, type in Unsuccessful in the “Old Value” box, type in 0 in the “New Value” box, click “Add”, click “Continue”, click “OK”.    

“Analyze” “Regression” “Binary Logistic”. In the popped up box, move cessation_binary to “Dependent” and independent variables attempt, education, m_dummy, p_dummy to “Covariates:””OK” 

	Model Summary

	Step
	-2 Log likelihood
	Cox & Snell R Square
	Nagelkerke R Square

	1
	82.725a
	.236
	.316

	a. Estimation terminated at iteration number 4 because parameter estimates changed by less than .001.




	Classification Tablea

	
	Observed
	Predicted

	
	
	cessation_binary
	Percentage Correct

	
	
	.00
	1.00
	

	Step 1
	cessation_binary
	.00
	23
	10
	69.7

	
	
	1.00
	9
	33
	78.6

	
	Overall Percentage
	
	
	74.7

	a. The cut value is .500






	Variables in the Equation

	
	B
	S.E.
	Wald
	df
	Sig.
	Exp(B)

	Step 1a
	attempt
	-.132
	.060
	4.795
	1
	.029
	.877

	
	education
	.141
	.071
	3.974
	1
	.046
	1.151

	
	m_dummy
	1.380
	.722
	3.648
	1
	.056
	3.974

	
	p_dummy
	1.439
	.640
	5.048
	1
	.025
	4.216

	
	Constant
	-2.422
	1.345
	3.244
	1
	.072
	.089

	a. Variable(s) entered on step 1: attempt, education, m_dummy, p_dummy.




Logistic Regression (Y = cessation_binary, X = attempt, education)
“Analyze” “Regression” “Binary Logistic”. In the popped up box, move cessation_binary to “Dependent” and independent variables attempt and education to “Covariates:””OK” 

	Model Summary

	Step
	-2 Log likelihood
	Cox & Snell R Square
	Nagelkerke R Square

	1
	88.863a
	.171
	.229

	a. Estimation terminated at iteration number 4 because parameter estimates changed by less than .001.




	Classification Tablea

	
	Observed
	Predicted

	
	
	cessation_binary
	Percentage Correct

	
	
	.00
	1.00
	

	Step 1
	cessation_binary
	.00
	18
	15
	54.5

	
	
	1.00
	10
	32
	76.2

	
	Overall Percentage
	
	
	66.7

	a. The cut value is .500




	Variables in the Equation

	
	B
	S.E.
	Wald
	df
	Sig.
	Exp(B)

	Step 1a
	Attempt
	-.121
	.058
	4.439
	1
	.035
	.886

	
	education
	.157
	.068
	5.288
	1
	.021
	1.170

	
	Constant
	-1.776
	1.266
	1.967
	1
	.161
	.169

	a. Variable(s) entered on step 1: attempt, education.


Logistic Regression – “married” as reference category (Y = cessation_binary, X = attempt, education, p_dummy, s_dummy)
“Analyze” “Regression” “Binary Logistic”. In the popped up box, move cessation_binary to “Dependent” and independent variables attempt, education, p_dummy, s_dummy to “Covariates:””OK” 

	Model Summary

	Step
	-2 Log likelihood
	Cox & Snell R Square
	Nagelkerke R Square

	1
	82.725a
	.236
	.316

	a. Estimation terminated at iteration number 4 because parameter estimates changed by less than .001.




	Classification Tablea

	
	Observed
	Predicted

	
	
	cessation_binary
	Percentage Correct

	
	
	.00
	1.00
	

	Step 1
	cessation_binary
	.00
	23
	10
	69.7

	
	
	1.00
	9
	33
	78.6

	
	Overall Percentage
	
	
	74.7

	a. The cut value is .500




	Variables in the Equation

	
	B
	S.E.
	Wald
	df
	Sig.
	Exp(B)

	Step 1a
	Attempt
	-.132
	.060
	4.795
	1
	.029
	.877

	
	education
	.141
	.071
	3.974
	1
	.046
	1.151

	
	p_dummy
	.059
	.665
	.008
	1
	.929
	1.061

	
	s_dummy
	-1.380
	.722
	3.648
	1
	.056
	.252

	
	Constant
	-1.042
	1.434
	.529
	1
	.467
	.353

	a. Variable(s) entered on step 1: attempt, education, p_dummy, s_dummy.






Plotting predicted probabilities of Y=1 (Successful) for different values of “attempt” for a typical case (by setting “education” at its mean (17.11) and “relation” at its mode (Unmarried partner, m_dummy = 0 and p_dummy =1))
Note: L = a + b1X1 + b2X2 + b3X3 + b4X4, and 
X1 = attempt, X2 = education, X3 = m_dummy, X4 = p_dummy
From the regression output above, a = -2.422, b1=-.132, b2 = .141, b3 = 1.380, b4 = 1.439. The mean value of X2  = 17.11, and X3 = 0, and X4 =1.    
“Compute” In the popped up box, calculate predicted_logit = -2.422 + -.132*attempt + .141*17.11 + 1.380*0 + 1.439*1
“Compute”  In the popped up box, calculate predicted_probability = EXP(predicted_logit) / (1+EXP(predicted_logit)) 

“Graphs” “Regression Variable Plots” In the popped-up box, move predicted_probability to “Vertical Axis Variables:”,  move attempt to “Horizontal-Axis Variables”, and click “Options”. In the popped up box, choose “Line charts of means” under “Categorical Variable Plots”, click “Continue”, and click “OK”.  


[image: ]
[bookmark: _GoBack]Plotting predicted probabilities of Y=1 (Successful) for different values of “education” for a typical case (by setting “attempt” at its mean (5.43) and “relation” at its mode (Unmarried partner, m_dummy = 0 and p_dummy =1))
Note: L = a + b1X1 + b2X2 + b3X3 + b4X4, and 
X1 = attempt, X2 = education, X3 = m_dummy, X4 = p_dummy
From the regression output above, a = -2.422, b1=-.132, b2 = .141, b3 = 1.380, b4 = 1.439. The mean value of X1  = 5.43, and X3 = 0, and X4 =1.    
“Compute” In the popped up box, calculate predicted_logit = -2.422 + -.132*5.43 + .141*education + 1.380*0 + 1.439*1
“Compute”  In the popped up box, calculate predicted_probability = EXP(predicted_logit) / (1+EXP(predicted_logit)) 
“Graphs” “Regression Variable Plots” In the popped-up box, move predicted_probability to “Vertical Axis Variables:”,  move attempt to “Horizontal-Axis Variables”, and click “Options”. In the popped up box, choose “Line charts of means” under “Categorical Variable Plots”, click “Continue”, and click “OK”.  
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