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Suggested Answers to Review Questions

Chapter 12: Experimental Research
12.1.
What is an experiment, and what are the significant components of this definition?
An experiment is a situation in which a researcher attempts to objectively observe phenomena which are made to occur in a strictly controlled situation where one or more variables are varied and the others are held constant.

· The definition says that we should attempt to make impartial and unbiased observations in the experimental situation. In short, objectivity is the ideal to which experimenters strive even though perfect objectivity is impossible to achieve.

· In experiments phenomena are made to occur. The phenomena are observable events; they are the conditions presented to the participants. Specifically, these phenomena or conditions are the levels of the independent variable that are made to occur (e.g., one group is given a pill with an experimental drug and another group is given a pill with a placebo). This is the idea of active manipulation. The idea is that an experimental researcher does something and then observes the outcome. (Manipulation is the key defining characteristic of an experiment, as you first learned in Chapter 2.)

· The observations in the laboratory experiment are made under conditions set up and controlled by the researcher; if the experiment has multiple groups then the researcher attempts to standardize the conditions for all groups with the only difference being that the different groups get different levels of the independent variable. The key idea is that the researcher tries to set up a situation where the ONLY systematic difference between the groups is that they got different levels of the independent variable.

· The researcher attempts to hold all variables other than the independent variable constant. This is best done by first, randomly assigning participants to the groups (which will “equate” the groups on all known and unknown variables at the beginning of the study), and second, by standardizing the conditions as much as possible so that the only difference that occurs during the experiment is the administration of the levels of the independent variable.

12.2.
What are the different settings in which researchers conduct experiments?
There are three settings: (1) field experiments (done in real life settings), (2) laboratory experiments (done in an environment controlled by the researcher), and (3) internet experiment (conducted over the Internet in Cyberspace).
12.3.
What are the different ways a researcher can use to manipulate an independent variable?
Figure 12.1 shows three ways the IV can be manipulated. First, the IV can be manipulated by presenting a condition or treatment to one group and withholding the condition or treatment from another group (the presence or absence technique). For example, the researcher may give a new drug to one group and a placebo (a pill with no active ingredient) to the control group. Second, the IV can be manipulated by varying the amount of a condition or variable (the amount technique). For example, the researcher may provide three levels of instruction to the participants in three groups (none, 1 hour, and 5 hours). Third, the IV can be manipulated by varying the type of the condition or treatment administered (the type technique). For example, the researcher may provide client-centered counseling to one group of depressed patients and provide rational-emotive therapy to the other group of depressed patients.

12.4.
What is meant by the term experimental control, and how is experimental control related to differential influence within the experiment?
Experimental control refers to the researcher’s attempt to eliminate any differential influence of extraneous variables. In multi-group designs, the key is to eliminate the problem of differential influence of any and all extraneous variables; this is done by making the groups similar on any important extraneous variables at the start of the experiment and during the experiment (i.e., it is done by achieving experimental control). In other words, you want the extraneous variables (the bad variables that can confound or confuse your conclusions) to have an equal effect on the DV for all groups (i.e., you want to eliminate the problem of differential influence). For example, if IQ is related to the DV, you want make sure that the different groups are composed of people with similar IQ levels so that the groups will not differ on the extraneous IQ variable. Also, while conducting the experiment it is important to treat all groups the same (except for administration of the IV). (In the next chapter, we will talk about how to obtain some control for extraneous variables in single-group and single-case experimental designs.) In multi-group designs (designs with two or more comparison groups) the goal is to make the groups the same on all extraneous variables which might have an influence on the DV through the operation of differential influence. Then we systematically vary the levels of the IV. Finally, if we did this, we will be able to conclude that the group differences that emerge are due to the IV rather than due to some extraneous variable. In short, we will be able to conclude that the IV affected the DV, and that what we observed was not due to some other variable. We will have established the causal link between the IV and DV (which is the goal of experimental research). In summary, differential influence is bad and we want to eliminate it. We eliminate it through experimental control, which is good.

12.5.
What is random assignment, and what is the difference between random assignment and random selection?
Random assignment is the best of the experimental control techniques; by randomly forming groups, the groups will be probabilistically equated on all known and unknown variables at the start of the experiment. As you can see, this is very powerful. Random selection is very different from random assignment. The purpose of random selection is to generate a sample that represents a larger population. The purpose of random assignment is to take a sample (usually a convenience sample) and randomly divide it into two or more groups that are similar to each other. Using a mirror metaphor, in random sampling, we want to sample to mirror the population, but in random assignment we simply want the different groups to mirror one another. By the way, in experimental research, random assignment is much more important than random selection; that is because the purpose of an experiment to establish cause and effect relationships. Also remember this key idea: random assignment helps produce internal validity and random selection helps produce external validity.
12.6.
How does random assignment accomplish the goal of controlling for the influence of confounding variables?
Random assignment starts with a group of research participants. Then using the process of random assignment, these participants are randomly assigned to two or more groups. Random assignment means that the researcher is taken out of the loop of making decisions about who goes into the different groups. Instead, the mathematical theory of probability is used to conduct random assignment.

Because random assignment is so important, here is a little more about it...Random assignment “equates the groups” on all known and unknown extraneous variables at the start of the experiment. This makes it very plausible that any significant observed difference between the groups on the DV after the administration of the IV can be attributed to the effect of the IV. Even when you use another control technique (e.g., matching or analysis of covariance) the experimental research design is dramatically improved if random assignment is also used. Random assignment is what may be called the “secret ingredient” of a strong experimental design. If you can include that ingredient in your research design, then include it!

Here is one way you can carry out random assignment (it was included in the first edition of this book):
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Procedure for Randomly Assigning Participants to Comparison Groups

The most popular procedure for randomly assigning
participants to comparison groups is to use a list of
random numbers, such as the following list of 200
numbers. (Larger lists are contained in the appen-
dixes of most statistics books.)
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This list consists of a series of twenty rows and
ten columns. The number in each position is ran-
dom because each of the numbers from 0 to 9 had
an equal chance of occupying that position, and the
selection of one number for a given position had no
influence in the selection of another number for
another position. Therefore, since each individual
number is random, any combination of the numbers
must be random.

Assume that you have fifteen participants in
your sample and you want to randomly assign them
to three comparison groups. First, you give each par-
ticipant a number from 0 to 14. You then block the list
of random numbers into columns of two to provide
five pairs of columns since two columns are neces-
sary to represent the total sample of participants.

Now you are ready to randomly assign the five
participants to each of the three comparison groups.

The procedure usually followed is to randomly se-
lect the first five participants from the sample of fif-
teen and assign them to one comparison group.
Then randomly select a second group of five partic-
ipants from the sample of fifteen and assign them to
another comparison group. Once these ten partici-
pants have been randomly selected and assigned,
only five participants remain; these five participants
are assigned to the third comparison group.

To randomly select the first participant for the
first group, read down the first two columns until you
encounter a number less than 15. From the list, we
find that the first such number is 00. Consequently,
the first randomly selected participant is the partici-
pant with the number 0. Proceed down the columns
until you encounter the second number less than
15, which is 03. Participant number 3 represents the
second randomly selected participant. Once you
have reached the bottom of the first two columns,
start at the top of the next two columns. With this
procedure, the participant numbers 05, 06, and 09
are selected, which represent the remaining three of
the first five randomly selected participants. Note
that if you encounter a number that has already
been selected (as we did with the number 05), you
must disregard it.

To randomly select the second group of five
participants, proceed down the columns and identify
numbers less than 15 that have not already been
chosen. Using this procedure, we find the numbers
10, 01, 14, 07, and 11. These numbers correspond
to the second group of randomly selected partici-
pants. The third group represents the remaining
participants.

We now have the following three randomly se-
lected groups of participants.

00 01 02
03 07 04
05 10 08
06 1" 12
09 14 13

Once each of the three groups has been ran-
domly selected, they must be randomly assigned to
one of the three experimental comparison groups.




[image: image2.png]This is accomplished by using only one column of the
table of random numbers, since there are only three
groups of participants. The three groups are num-
bered from 0 to 2. Proceed down the first column until
you reach the first of these three numbers. In looking
at column 1, you can see that the first number is 2.
Consequently, group 2 (the third group of partici-
pants) is assigned to the first treatment condition and
represents the first comparison group. The second
number encountered is 0, so group O (the first group
of participants) is assigned to the second treatment
condition and represents the second comparison
group. This means that group 1 (the second group of

participants) is assigned to the third treatment condi-
tion and is the third comparison group. Now we have
randomly assigned the sample of participants to
three groups and have randomly assigned them to
the three treatment or comparison conditions.
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Another way is to simply go to this website and use the computer assignment generator: http://www.graphpad.com/quickcalcs/randomize1.cfm Check it out to see how it works. Another easy-to-use random assignment program found at http://randomizer.org. What this means is that you do not have to use a table or book of random numbers anymore which was more cumbersome.
 

12.7.
How would you implement the control technique of matching, and how does this technique control for the influence of confounding variables?

In matching you have to decide on the specific variable or variables that you want to use to equate the groups on. For example, let us say that you decide to equate your two groups (treatment and control group) on IQ. What you would do is to rank order all of the participants on IQ. Then select the first two (i.e., the two people with the two highest IQs) and put one in the experimental treatment group and the other in the control group (The best way to do this is to use random assignment to make these assignments. If you do this then you have actually merged two control techniques: matching and random assignment). Then take the next two highest IQ participants and assign one to the experimental group and one to the control group. Then just continue this process until you assign one of the lowest IQ participants to one group and the other lowest IQ participant to the other group. Once you have completed this, your two groups will be matched on IQ! If you use matching without random assignment, you run into the problem that although you know that your groups are matched on IQ you have not matched them on other potentially important variables.

12.8. 
How would you use the control technique of holding the extraneous variable constant?

In this technique, you decide on the variable you want to hold constant such as gender. Then you only use one gender in the study (e.g., you decide to use only female or only male participants). Since all the people in the different groups are of the same gender, differential influence is impossible. Note that a big problem with this control technique is that it is hard to generalize after you have systematically excluded an important group of people. You have improved your status on internal validity, but you have hurt your status on external validity. In some studies, e.g., studies on breast cancer or prostrate cancer, this is not a problem because generalization is only appropriate for one group anyway.

12.9.
When would you want to build the extraneous variable into the research design?
When you want to control for it and also want to study how it is related to the outcome variable (DV). By including the extraneous variable, you can check for its main effect as well as its interaction effect (see the section later in the chapter on factorial designs for an explanation of these two terms). Basically, when you include the extraneous variable as an independent variable, you learn more about it and you are able to control for the problems that it might have otherwise caused.
12.10.
What is analysis of covariance, and when would you use it? 
Analysis of covariance is a statistical control method that is used with multigroup designs. In particular, it is used to statistically equate groups that differ on a pretest or on any other extraneous variable that you are worried about and you can measure.

12.11.
What is counterbalancing, and when would you use it?

Counterbalancing is only used for a certain type of design: Repeated measures designs or mixed designs (i.e., designs that have a repeated measures variable). In the repeated measures design, all participants receive all levels of the independent variable (which is different from all of the other designs we have been talking about where the groups are composed of different people). When all participants receive all treatments you should be concerned that the sequencing of the treatments may also have an impact. The two specific sequencing effects (biasing effects that can occur because each participant must participate in more than one treatment condition) that may occur are order effects (participants perform differently because of the order in which they receive the treatment) and carryover effects (participants’ performance in a later treatment is different because of a treatment that occurred prior to it). To help minimize the impact of sequencing effects, you would use the control technique called counterbalancing. What this means is that you administer the experimental treatment conditions to several sets of people but you do it in different orders for each set of people. For example if the IV were teaching method and it included two teaching methods for comparison you could counterbalance by giving half of your participants this order--Method 1 followed by Method 2--and by giving the other half of your participants this order--Method 2 followed by Method 1. In education, counterbalancing typically will need to be used whenever you use a repeated measures design. Note that when counterbalancing is used for the repeated measures design, it becomes a strong design (in Table 12.2 you can see that the question marks for the repeated measures design turn into plus signs when counterbalancing is used).

12.12.
What is the difference between a carryover effect and an order effect?
A carryover effect occurs when participants’ performances in a later treatment are influenced by the treatment that occurred prior to it. An order effect occurs when participants act differently because of the order in which they receive the treatments.
12.13.
What is a research design, and what are the elements that go into developing a research design?

A research design is the outline, plan, or strategy that is used to answer a research question. You can see three weak experimental designs in Table 12.1 and five strong experimental designs in Table 12.2 (In the next chapter, you can find three moderately strong designs in Table 13.1; they are better than the weak designs but worse than the strong designs). The primary elements going into these designs are decisions about whether to use pretests, control groups, how many pretests and posttests to use, whether to randomly assign or use some other control technique, and how you are going to collect your data (i.e., how you are going to measure your variables). The designs shown in Tables 12.1 and 12.2 (and the quasi- and single-case designs discussed in the next chapter) all have slightly different combinations of groups and testing and use of control techniques. In fact, if you are creative, you can thoughtfully construct your own design, but first you need to think about the designs we discuss.
Here are the three tables showing the most common experimental research designs: 
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12.14.
When would the one-group posttest-only design be used, and what are the problems encountered in using this design?

This design is so poor that most methodologists recommend never using it. The biggest problem is that you have little evidence that what is observed at the posttest is due to the treatment because you have no pretest to use as a baseline measure (i.e., you do not know where they started out). This is the weakest of all experimental designs. The only possible situation in which this design would provide information is where some outcome will definitely occur if something is not done to change the outcome. For example, not learning to read leads to multiple difficulties in life such as applying for a job. In such a case providing a reading program to people who cannot read would allow them to more successfully apply for a job. Still, you can improve this design by adding a pretest (i.e., transforming it into the one-group pretest-posttest design). The key threats to this design (in addition to the problems just mentioned) are history and maturation.

12.15.
When would you use the one-group pretest-posttest design, and what are the potential rival hypotheses that can operate in this design?
You can use this design when you do not need real strong evidence about cause and effect and when you want to measure whether people change over time due to a treatment. For example, if you want to train the workforce in your organization to understand their retirement system, you could pretest them, give the training, and then posttest them and look for an increase in knowledge about the retirement system. The key threats to internal validity for this design are history, maturation, testing, instrumentation, and regression artifacts.

12.16.
What are the potential rival hypotheses that operate in the posttest only design with nonequivalent groups?
The rival hypotheses for the posttest only design with nonequivalent groups are: differential selection, differential attrition, and additive and interactive effects.
12.17.
What makes a design a strong experimental design?

In most cases, the key is RANDOM ASSIGNMENT to the groups, which equates the groups on all known and unknown extraneous variables. When you are confident that the groups are composed of similar kinds of people, many threats to internal validity disappear.

We have listed five designs as being “strong” designs: pretest-posttest control-group design, posttest-only control-group design, factorial design, repeated-measures design, and the factorial design based on a mixed model. The key ingredient of all of these designs except the repeated-measures design is that random assignment is present (which equates the groups on all known and unknown extraneous variables). The repeated measures design and the factorial design based on a mixed model are considered strong only if counterbalancing is used to eliminate or minimize order and carryover effects.

You can see the dramatic change in the threats by comparing the weak and strong designs (i.e., by comparing Table 12.1 and 12.2) shown above (e.g., compare the one-group pretest-posttest design with the posttest-only design with nonequivalent groups in Table 12.1 and also compare the posttest-only design with nonequivalent groups design (in Table 12.1) with the posttest-only control-group design (in Table 12.2). Note how there are no minus signs for the standard threats to internal validity for the strong designs shown in Table 12.2!

12.18.
What is the difference between an experimental and a control group?

An experimental group receives the experimental treatment. A control group does not receive the experimental treatment condition. The standard in experimental research is to compare an experimental group with a control group. However, sometimes two experimental or comparison groups are compared with each other. You can also have a design where you compare different treatments and have a control group.
12.19.
What functions are served by including a control group in a research design?

A control group gives a point of comparison. For example, if one group receives a pill you also need to know what would have happened just if people received a pill, and the group receiving a placebo (a pill with no active ingredient) serves this purpose. It is essential, however, that the control group be similar to the experimental group on all important characteristics (this is where random assignment helps out things). As an aside, some researchers call the point of comparison the counterfactual (which is the pretest level in a one-group design with a pretest measure and the control or comparison group performance in a multi-group design). 

· It is perhaps easiest to see the effect of including a control group by comparing the one-group pretest-posttest design and the posttest-only design with nonequivalent groups design shown above in Table 12.1.

· Notice that these threats disappeared when the control group was added: history, maturation, testing, instrumentation, and regression artifacts.

·  However, notice that new potential threats occurred when the control group was added; now (because you have two or more groups) you have to worry about differential selection, differential attrition, and additive and interactive effects.

12.20.
What potentially confounding extraneous variables are controlled in the pretest-posttest control-group design and how does the design control for them?

All of the standard threats to internal validity are controlled in this design. It is because of one important factor included as part of this design: RANDOM ASSIGNMENT!

12.21.
What potentially confounding extraneous variables are controlled in the posttest-only control-group design, and how does the design control for them? 
This design is similar to the pretest-posttest control-group design. All of the standard internal validity threats are ruled out because this design has RANDOM ASSIGNMENT. As you can see, you do not really have to have a pretest if you have random assignment. Random assignment really is a powerful technique of control.

12.22.
What is a factorial design, and what is the advantage of this design over the two-group posttest-only design?

The posttest-only control group design has only one independent variable. The factorial design has at least two independent variables and random assignment to the groups (or cells), which enables you to determine whether the single independent variables have effects (called main effects) and, importantly, whether there is an interaction effect (i.e., does the effect of one independent variable depend on the level of the other independent variable?). All you can determine in the posttest-only control group design is whether there is a main effect, and sometimes this limitation can cause a problem if a moderator variable has been excluded. In short, the factorial design is a superior design.

12.23.
What is a main effect?

A main effect is the effect of one independent variable. 

12.24.
What is an interaction effect, and what is the difference between an ordinal and a disordinal interaction?

An interaction effect is what occurs when the effect of one independent variable (on the DV) depends on the level of another independent variable. For example, perhaps one teaching method works better than another teaching method depending upon the students’ learning styles. Note that in Chapter 2, in Table 2.2, we use the term moderator variable to refer to an independent variable that determines how another IV and the DV are related. In other words, when you have an interaction effect, you also have a moderator variable present. Interactions are helpful because they help us to better understand for whom or under what conditions various treatments will work.

Figure 12.15-b shows an example where there is no interaction (note that the lines are parallel which means that the effect of instruction type does NOT depend on anxiety):

Note: There is an interaction effect present when the effect of one independent variable on the dependent variable changes or varies at the different levels of another independent variable. If you have to say that your conclusion about the relationship between an IV and a DV “depends” on the level of another IV, then you have an interaction effect. For example, perhaps the relationship between teaching technique and student learning depends on the type of student being taught (By the way, technically speaking, I am talking about what is called a two-way interaction effect here.).
· Now I will show two cases where there is an interaction effect.

Figure 12.15-d shows an example of a disordinal interaction (not only are the lines nonparallel, they also cross): Notice that the type of instruction to be recommended depends on the moderator variable of anxiety.

Figure 12.15-e shows an example of an ordinal interaction (the lines are nonparallel but do not cross in the range examined in the research study). Notice that the type of instruction to be recommended depends on the moderator variable of anxiety.

12.25.
What is the difference between a factorial and a repeated measures-design?

A factorial design, by definition, has two or more independent variables (at least one of which is manipulated), and in the standard form it is based on two between-subjects independent variables (variables of the type that different people are placed in the different levels of the independent variable). In contrast, in the repeated-measures design is based on a within-subjects independent variable (i.e., all participants participate in all levels of the independent variable). Note, however, that you can also have a factorial design based on a mixed model; this design includes at least one repeated measures factor (i.e., a within-subjects independent variable) and at least one regular factor (i.e., a between-subjects independent variable).
12.26.
What are the advantages and disadvantages of factorial and repeated-measures designs?

The advantages of the factorial design are that you can examine main effects and interaction effects. The main advantage of the repeated measures design is that you can get by with fewer participants because you use your participants in all of the groups rather than having to have different participants in the different groups. A disadvantage with a factorial design is that as you increase the number of independent variables, you need to increase the number of participants accordingly. In addition, the more independent variables you have, the greater the likelihood of a higher order interaction which is more difficult to interpret. With repeated measures designs the disadvantages include confounding sequencing effects and asking participants to be involved in multiple conditions.
12.27. What is a factorial design based on a mixed model, and when would it be used?

This design is a mix between the factorial design and the repeated measures design. It has one regular independent variable (where different people are randomly assigned to the different levels), and it has one repeated measures variable (i.e., a variable in which all participants receive all the treatments). Another way of saying this is that it includes a mixture of within-subjects and between-subjects independent variables.
Figure 12.18 shows the depiction of the factorial design based on a mixed model.

