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Suggested Answers to Review Questions

Chapter 10: Sampling in Quantitative, Qualitative, and Mixed Research

 

10.1. 
What type of sampling produces representative samples?
Random sampling techniques, in particular, equal probability of selection methods produce representative samples.
10.2. 
What is a representative sample, and when is it important to obtain a representative sample?
A representative sample is a sample that resembles the total population. It is important to use a sampling method that produces representative samples when your goal is to understand the characteristics of a population based on study of a sample (i.e., when you want to directly generalize from your sample to your population).

10.3. 
What is the difference between a statistic and a parameter?
A statistic is a numerical characteristic of a sample. A parameter is a numerical characteristic of a population. 

10.4. 
What is a sampling frame?
It is the list of all the elements or all the people in a population. Here is the one we used in the chapter (which by the way has age and gender included even though that information would not be included in a real sampling frame; we included age and gender so that you could select some samples and then do some calculations on age and gender):
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Some additional examples of sampling frames are phone books, college student directories, directories of members of an association, a list of all the teachers in your county, etc. Note that some sampling frames are better than others; for example, the phone book excludes many people (that is why a special technique called random digit dialing is used to obtain telephone samples rather than relying on the phone book).

10.5. 
How do you select a simple random sample?
There are several ways: the hat model, a computer random number generator, and a table of random numbers. At the end of the chapter (under Relevant Internet Sites) there are links to random number generators that you can use. In the book chapter, we used the easy-to-use randomizer program found at http://randomizer.org.

10.6. 
What do all of the equal probability of selection methods (i.e., EPSEM) have in common?
Each member of the population has an equal chance of being selected into the final sample in each of these selection methods. By the way, note that simple random sampling is not the only equal probability sampling method! 

10.7. 
What are the three steps for selecting a systematic sample?
First, determine the sampling interval; second, select a random starting point between one and k; third, select every kth element (including and starting with the element selected in step two). Note that our definition of systematic sampling includes these steps in it.

10.8. 
How do you select a stratified sample?
First divide your sampling frame into subpopulations based on one or more stratification variable. Then you take random samples from each of these subpopulations. 

· The sample sizes from the subpopulations will depend on whether you are using proportional stratified sampling or disproportional sampling. 

10.9. 
What is the difference between “proportional” and “disproportional” stratified sampling?
In both types, the sampling frame is first divided into subpopulations. 

· In proportional stratified, the sample proportions are made to be the same as the population proportions on the stratification variable(s). 

· In disproportional stratified sampling, the sample proportions are made to be different from the proportions on the stratification variable(s).

· For example if gender is your stratification variable and the population is composed of 75% females and you want a sample of 100 people, then you would randomly select 75 females and 25 males. In disproportional stratified sampling, you might instead select 50 males and 50 females from this same population. In the first case the percentages are proportional; in the second case they are not proportional.

10.10. 
When might a researcher want to use cluster sampling?
When the population is widely dispersed and you must visit all the people selected to be in your sample (e.g., for in-person interviews). 

10.11. 
Are convenience samples used very often by experimental researchers?
Yes, believe it or not, they are used most of the time in experimental research, even in strong experimental research! This, by the way, is not a problem if the experiment has random assignment and is replicated in different places at different times with different people.

· Remember that the primary purpose of an experiment is make statements about cause and effect. Making statistical generalizations to populations is of secondary importance for individual experimental studies. 

· In Chapter 11, this difference will be discussed under the terms internal validity (making valid causal statements) and external validity (making valid generalizations). The bottom line will be that random assignment is very important for internal validity and random selection is very important for external validity. 

10.12. 
If your goal is to generalize from a sample to a population, which is more important: random selection or random assignment?
Random selection is more important in this case because you need a representative sample in order to generalize from that specific sample to the population. Note that random selection and random assignment have different purposes: 

· random selection is used to obtain a sample that resembles the population (i.e., to obtain a representative sample). 

· random assignment is used to create groups that are similar to one another. 

(Side note: random assignment is very important in experimental research because it makes your comparison groups equivalent on all characteristics; then the researcher manipulates a variable for one group and not the other and checks to see if the groups become different.)
10.13. 
If your population size is 250,000, then how many participants will you need, at a minimum, for your research study? (Hint: Just look at Table 10.5).
You would need 384 people according to the figure.

10.14. 
Sampling in qualitative research is similar to which type of sampling in quantitative research?
It is similar to purposive sampling. Here is a list of the different types used in qualitative research:

· Maximum variation sampling (purposively selecting a wide range of cases)

· Homogeneous sample selection (selecting a small and homogeneous case or set of cases for intensive study)

· Extreme-case sampling (identifying the extremes or poles of some characteristic and then selecting cases representing these extremes for examination)

· Typical-case sampling (selecting what are believed to be average cases)

· Critical-case sampling (selecting what are believed to be particularly important cases)

· Negative-case sampling (selecting cases that disconfirm the researcher’s expectations and generalizations)

· Opportunistic sampling (selecting cases when the opportunity arises)

· Mixed purposeful sampling (mixing of more than one of the above sampling strategies).
10.15. How many mixed sampling designs result if you make a matrix or table where you cross the time orientation criterion (two types) and the sample relationship criterion (four types)? (Hint: Draw that matrix, letting the two time orientation types be the rows and the four sample relationship types be the columns; how many cells did you get?)
If you make a table from these two criteria, you will get eight (two times four) mixed sampling designs. Draw the table for yourself to demonstrate this. Label the two rows (time orientation criterion) concurrent and sequential. Label the four columns (sample relationship criterion) identical, parallel, nested, and multilevel.
