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DISPLAYING AND SUMMARIZING DATA 

A tutorial by Russell K. Schutt to accompany 
Investigating the Social World

Frequency distributions are often the preferred method for presenting information about obtained values of a variable or variables.  Little information is lost in a frequency distribution; we see at a glance the shape of the distribution, the range of variation, and any clustering of the values.  By presenting a frequency distribution in relative form, i.e., as percentages, we convert to the familiar base of 100 and make it easy to compare the distribution of cases between different variables and/or different samples, each of which may involve different total numbers of cases.  

************

Preliminary Steps

1) Begin with an "array" of values.  The array may represent the responses of individuals in a survey to the question that you wish to analyze.  You may have used a Likert-type statement to measure interest in a transitional work program:  

It is more important for a wife to help her husband’s career than to have one herself.

[PLEASE CIRCLE ONE NUMBER]

STRONGLY AGREE...........1

AGREE…............................2

DISAGREE..........................3

STRONGLY DISAGREE.....4

The array of responses for 20 respondents might then appear as follows:

2,3,4,1,1,2,4,3,4,4,3,1,1,3,3,4,3,2,2,2

2) Order the array:

1,1,1,1,2,2,2,2,2,3,3,3,3,3,3,4,4,4,4,4

3) Tally the number of occurrences of each value:

1: 4

2: 5

3: 6

4: 5

************

The Frequency Distribution

The basic components of a frequency distribution are: title, stub (heading for category labels), caption (identifying frequencies, "count," percent...), base N (the total number of valid cases), number of missing cases (mention in a footnote), and the percents (if desired).  


If you are working with data to be read by a statistical package, or already stored in a system file for that package, all this work will be done for you, although the output usually is not exactly in presentational format (i.e., you have to rewrite the distribution before including it in a report).  Normally, you do not include the counts for the specific categories; just the percents, with the total number (base N) indicated underneath the 100%.  An interested reader can then recalculate the category frequencies from the percents and the base N.


A frequency distribution in presentational format for the data in the previous array follows:

***********

Table 1

MORE IMPORTANT FOR WIFE TO HELP HUSBAND’S CAREER

Agreement


%

Strongly agree

20%

Agree               

25

Neither

     
25

Disagree


15

Strongly Disagree

15



         100%

 




 (20)

***********


For variables with a very few values, when we simply present the number of cases (or percent) corresponding to each value, the construction of a frequency distribution is quite straightforward.  


To practice constructing frequency distributions, use the GSS2012z file.  To inspect the contents of this file, from the menu select: 

SPSS FOR WINDOWS

FILE 


OPEN



DATA




Then select a file (GSS2012z) and...

UTILITIES


VARIABLES

or

click on the PULL DOWN variables list icon

or 

switch to the VARIABLE VIEW in the data editor.

1)
Generate the frequency distributions for two variables: ABNOMORE and REGION.  Note the difference between the PERCENT and VALID PERCENT columns, in relation to the number of missing cases.  

ANALYZE(DESCRIPTIVE STATISTICS(FREQUENCIES  (select ABNOMORE and REGION by highlighting them and clicking them over to the Variables List on the right).

Describe the distributions by reviewing the percentages in the “Valid Percent” columns.  

Compressed Displays

The presentation and comparison of frequency distributions for variables with similar values can be enhanced by using a "compressed display" format.  In a compressed frequency display, the distributions for a set of conceptually similar variables having the same response categories are presented together, with common headings for the responses.  For example, you could identify the variables along the stub (left-most column) and the value labels in the caption (top-most row).  (And note the footnotes in table 2.)

***********

Table 2

WOMEN’S ROLE IN FAMILY




Strongly
    Nei-  Dis-  Strongly

Program

 Agree  Agree  ther agree Disagree  Total

Working Mother OK    20    25
    25    15     14       99%(20)*

Husband CareerImp    10    20
    30
   25 
   25     100%(18)**

...

*Percents do not add to 100 due to rounding error.

**Two cases excluded due to missing values.

**********

2) Create a compressed display for the frequency of social contacts  of various types by generating Frequencies for each of the following variables, and then creating a table like that above (using the valid perents):

SOCBAR, SOCOMMUN, SOCFREND, SOCREL
It will help the reader (and you) to make sense of your results if you arrange the distributions in your compressed display in order according to the relative importance attached to the issue.  You must create this display yourself from the FREQUENCIES output.  It is a bit easier if you use the “tables” option in MS Word to create the basic table structure.
IMPORTANT NOTE: WHEN YOU OPEN THE FREQUENCIES/VARIABLES SELECTION WINDOW, YOU SHOULD FIRST MOVE THE VARIABLES THAT YOU HAD PREVIOUSLY SELECTED BACK TO THE VARIABLE LIST BEFORE MOVING NEW VARIABLES INTO THE LIST FOR THE FREQUENCIES.
Compare and describe the distributions. 

3) If you are displaying only percentages for a series of dichotomies, your compressed display can contain only the “yes” percents, followed by the base N in parentheses. Practice this approach by changing the preceding distributions to dichotomies (divided by never and any contact):

Table 3

HEALTH-RELATED ACTIONS IN PAST YEAR

(% YES)




Action

Percent (N)




Take medication
25% (1423)




Visit doctor

34% (1447)




…

4) Create a compressed display of the importance attached to different personal goals as  measured in the GSS2012 (HELPOTH, OBEY, POPULAR, THNKSELF).  (You must create the final display on paper, from the frequencies output.)  Order the columns by importance attached.  Describe and compare and the importance attached to the goals.

Recoding

For variables with many values or categories, we usually want to combine values so as to reduce the total number of values, categories, or rows presented.  In this manner, we summarize the distribution somewhat (ie, lose some of the detailed display), in order to develop a distribution that is easier to inspect and comprehend.  Usually, we seek to have no more than 10-20 categories in a frequency distribution.  Once we decide to combine values, or categories, we have to be sure that in doing so we do not distort the distribution.

Qualitative variables (nominal level of measurement): categories should be mutually exclusive and exhaustive.

For quantitative variables, there are two basic rules: categories should be logically defensible and preserve the distribution's shape; categories should be mutually exclusive and exhaustive, so that every case should be classifiable in one and only one category.  When the variable is distributed in a continuous manner, with a wide range involving many values, more specific guidelines should be followed, as long as they do not conflict with the basic rules:

1. Number of categories between 10-20. 

2. Category width is a whole number. 

3. All categories of the same width (except, perhaps, for first and/or last). 

4. Closed ends to the distribution are preferable, but not always possible (e.g., "30 or more" is an open-ended category).

Note the following terms: *the true limits of a category are defined by the true limits of the first  and last numbers in the category, after rounding.  For example, the true  limits of the category: 10-19 would be 9.5 to 19.5, if all numbers had been  rounded to the nearest integer.  And we assume the true limits are meaningful,  when numbers are involved, even when we begin with integers. *the width of a category = the true upper limit - the true lower limit *the midpoint of a category = the true lower limit + width/2.
IMPORTANT NOTE: YOU WILL NOW START TO CREATE NEW VARIABLES IN THE GSS2012Z FILE.  IF YOU WISH TO SAVE THESE NEW VARIABLES SO THAT YOU CAN USE THEM AGAIN, YOU SHOULD SAVE A NEW VERSION OF THE FILE:

FILE(SAVE AS(GSS2012Z2.  Ask your instructor for help if you are not sure where to save the new file on the computer.
For practice, recode the values of education to just two categories (recode EDUC into (0 thru 12=1)(13 thru highest=2).  Use the following menu commands, and then indicate the specific recodes you wish to make.  It’s always a good idea to ‘RECODE INTO DIFFERENT VARIABLES” rather than into Same Variables.  Let’s name the recoded variable EDUC2.  Label EDUC2 and its 2 new values.

Note: when you refer to a value as the upper limit of one category and as the lower limit of the next category (as with 10, above), SPSS recodes that exact value into the first category and anything above that (such as 10.00002) into the next category.  This procedure ensures that no values are "left out" of the recoding.

5) First, request the distribution of EDUC: ANALYZE(DESCRIPTIVE STATISTICS ( FREQUENCIES.  Examine the unrecoded distribution.  Then, 

TRANSFORM(RECODE INTO DIFFERENT VARIABLES (select EDUC and proceed to identify OLD AND NEW VALUES)(…use the range  option to create the categoy OLD VALUE(NEW VALUE(ADD). [(0 thru 12=1)(13 thru highest=2)].  Add NAME and LABEL for the Output Variable and then CHANGE.  (Name it EDUC2 and label it something like “Education Dichotomized.”) Now click OK and then request the frequency distribution for the renamed variable, EDUC2, which will appear last in the variable list.  You will see that the values will be labeled as “1” and “2,” so go back to the data spreadsheet for GSS2012z, use the VARIABLE VIEW, and find the last row that has EDUC2.  Click on the cell in the VALUES column for EDUC2.  Now, in the change box, enter the label “HS or less” for the value 1 and “At least some HS” for the value 2.  Now request again the Frequencies for EDUC2; you will see that the codes 1 and 2 have been replaced with the text labels.
6) Recoding a qualitative variable or variable measured at the ordinal level, that has just a few categories, is even easier.  Examine the distribution of LIFE.  Note the values (1, 2, 3) used to identify the three different values of the variable using the pull-down variable list icon.  Now just recode the specific value for “DULL” so that it has the same value as “ROUTINE,” creating a new variable called LIFE2 with RECODE INTO.  (Recode 1 so that it still equals 1 and then 2 and 3 so they both equal 2.)  Now find the new recoded variable, LIFE2, in the “variable view” of the data file (it will be the last variable). Click on the grayed box under the “value labels” heading and enter labels corresponding for the two values (the label for “1” remains the same (exciting), but the label for “2” might now be “routine or dull”). Request the frequency distribution for LIFE2.  Describe the distribution before and after the recode (refer to the Valid Percents).  Has any important information been lost?  

7) Recode REGION to fewer, but sensible, categories (perhaps create regions corresponding to East, Midwest, South, and West and name the new variable, REGION4).  You should start by requesting the Frequencies, and then check in the Variable View to see what numerical code is attached to each region.  Note that the categories of this qualitative variable have no intrinsic order.  Label the new variable and the new values.  Describe the distribution (using the Valid Percents column).  For what purposes might you prefer to use the recoded REGION4 variable rather than the original REGION variable?
DISPLAYING DATA:  GRAPHING


A picture often is worth some unmeasurable quantity of words.  Graphs can be easy even for the uninitiated to read and they highlight a distribution's shape.  Graphs are useful particularly for exploring data, so as to get a feel for the full range of variation, to identify peculiarities/ anomalies in the data and to identify issues in need of further study.


There are many types of graphs, but the most common, and most useful, are the bar chart (solid bars separated by spaces), histograms (adjacent bars), and frequency polygons (continuous lines connecting points).


These types of graphs have several common elements: 

*a horizontal and a vertical axis (known as the X and Y axes, respectively; also  as the abscissa and the ordinate); *frequency represented on the vertical axis and values on the horizontal  axis (though this sometimes is reversed with bar charts) 

*a title and headings for both axes and labels for all values and frequencies  marked and regular tick marks on both axes

Some guidelines:  

*For nominal level variables, use bar charts; for ordinal variables, use  either a bar chart or a histogram, depending on how distinct the values seem to be; for variables measured at the interval or ratio levels, use a histogram or frequency polygon, depending (in part a matter of taste; in  part depending on whether the distribution is best conceived as an unbroken continuum). 

*Usually, the graph of a quantitative variable should begin at 0 on both axes. 

*If an axis does not begin at zero, a break should be marked clearly. Use bars of equal width (if bars are used). 

*The two axes should be of approximately equal length. 

*Avoid "chart junk" (a lot of verbiage or umpteen marks, lines, etc.).


In any graph, the creator has to take final responsibility for making the decisions required to create a worthwhile display.


To experiment with graphing with SPSS, use the GSS2012z file to do the following:

8) Generate bar charts for HAPPY and POPULAR.  Compare to the frequency distributions you generated in the previous exercise and discuss the advantages/disadvantages of both. 

GRAPHS(LEGACY DIALOGS (BAR(SIMPLE (Summaries for groups of cases)(DEFINE [HAPPY (CATEGORY AXIS)], BARS REPRESENT % OF CASES(OK.
9) Examine the distribution of the EDUC variable using a histogram, which is appropriate for displaying the the distributions of continuous, quantitative variables.  Discuss. 

GRAPHS(LEGACY DIALOGS ->HISTOGRAM(Educ(OK.

10) Request both a frequency polygon of AGE.  Describe the shape of the distribution. When do you think it wouild be preferable to use a frequency polygon rather than a histogram to display the shape of a distribution?  Explain.

GRAPHS(LEGACY DIALOGS->LINE(SIMPLE [Summaries for groups of cases](AGE [Category Axis](OK.

MEASURES OF CENTRAL TENDENCY AND VARIATION

These measures summarize features of distributions; they are useful for many purposes.  There are four key features of a distribution of one variable:  its central tendency, or the point that the cases tend to cluster around; its variability, or the "spread" of the cases; its skewness, or the extent to which the distribution is spread out evenly or is lop-sided; and its kurtosis, or the amount of "peakedness" in the distribution.  (These are the first, second, third and fourth moments in statistics.)

Although all four features of a distribution can be important, and there are summary statistics for each, it is only the first two features that often are reported in a summary statistic.  Most often, data analysts evaluate the extent of skew or kurtosis in a distribution through a visual inspection of a frequency distribution or graph.

When we summarize a distribution in a single number, even in two numbers, we are losing much information.  Neither central tendency nor variation describe a distribution's overall shape.  And taken separately, neither measure tells us about the "other" characteristic of the distribution (central tendency or variation).  

Usually, when we report a measure of central tendency, we also should report the corresponding measure of variation.  And as statisticians we also should at least ourselves inspect the shape of the distribution so that we are sure that the summary statistic does not mislead us (or anyone else) because of an unusual degree of skewness or kurtosis.

There are several commonly used measures of central tendency and of variation. Our choice depends on the level of measurement of our variables, on our audience and on our own purposes in using the summary statistic; and the shape of the distribution we are summarizing should also be taken into account.

Measures of Central Tendency
1.  The three measures of central tendency are: mode, median, mean. 

2. The mode is the most frequent value; it is the only measure of central tendency (MCT) appropriate for qualitative variables, but provides little information.  It is rarely used when there's a reasonable alternative.  It is the probability average (most likely value to occur). 

3. The median is the position average, or the point that divides the  distribution in half (the 50th percentile).  Some consider it the measure of choice with ordinal variables, since it takes into account only relative position, not numerical values.  

4. The mean is the arithmetic, or weighted average.  It takes into account the  value of each case in the distribution.  Add up the values of all the cases  and divide by the total number.  If you begin with a grouped distribution,  (by hand), multiple each category value (or midpoint) by the number of cases in that category and then add up the results and divide by the total  N, in order to compute the mean. 

5.  The mean is pulled in the direction of the skew, or tail, of a distribution, while the median is not.  If the distribution is symmetric, the value of the mean and median will be the same.  In some situations, this means that the median will be preferable to the mean for summarizing the distribution of skewed variables.

Measures of Variation
The range is the highest value minus the lowest value, plus one (or the true upper limit minus the true lower limit).  It only makes sense with quantitative variables.

The average deviation is simply the mean of the absolute values of the deviation of each case from the mean or median.

The standard deviation is the square root of the average squared  deviation of each case from the mean (but dividing by N-1, rather than by N, if a sample is being used, rather than the entire population).

The range can be affected by outliers (deviant cases), and thus is of little interest (the interquartile range is preferred).

The interpretation of the average deviation is more straightforward than that for the standard deviation, but the sd is preferred because of its mathematical properties (it is used in the calculation of other statistics). 

*Note: SPSS does not calculate the average deviation.

To experiment with these measures and issues, use the GSS2012z file to do the following:

11) Inspect the mode, median, mean, range and standard deviation for the education variables (EDUC, PAEDUC, MAEDUC).  

ANALYZE(DESCRIPTIVE STATISTICS( FREQUENCIES (educ, paeduc, maeduc) (Statistics (select the mean, median, mode, stddev, range) (OK.

What does each measure reveal?  How much and why do they differ for each distribution?  Which MCT is most useful for comparative purposes?  Compare to the original frequency distributions.  Are the distribuitons skewed?  (You might want to generate the frequency polygon for each one to see.)  If so, how are the MCTs affected by skew? 

Additional points to consider about descriptive statistics:

(1) We have reviewed several descriptive summary statistics. three measures of central tendency: mode (the most frequent value), median (position average), mean (arithmetic average).  Two measures of variation: standard deviation (a measure of variation around the mean), and range (highest minus lowest value).

(2) There is a Descriptive Statistics command that generates the mean, standard deviation, and range, but it will not calculate the mode or median.  As you just learned, for these last two (median and mode), you must request Frequencies and then check the box for "descriptive statistics" on the Frequencies request page.  This will generate all the statistics you need.  (You might just use this procedure, within the Frequencies command, for all your variables. If you want to avoid including a long frequency distribution in output when you are requesting descriptive statistics, just unclick “Display frequency tables” at the bottom of the Frequencies selection box.)

(3) Make sure that you identify the level of measurement of each variable (nominal, ordinal, or interval/ratio [for statistical purposes, interval and ratio levels are equivalent]). Remember that the mean, standard deviation, and range and the median are not meaningful unless the variable is quantitative (measured at the ordinal, interval, or ratio level).  Strictly speaking, none of these measures except the median are appropriate with variables measured at the ordinal level either (because the numerical codes only represent order, not actual numbers).  However, many data analysts go ahead and use the mean, standard deviation, and range to summarize distributions of ordinal variables anyway.  Proceed as your instructor recommends about this.

(4) If the variable is qualitative (measured at the nominal level), the only descriptive statistic to present is the mode.

(5) Variables that are dichotomies (only 2 values) are a special case, in terms of level of measurement.  For now, you can treat them as if they were measured at the nominal level, but be sure to read the special section on Dichotomies in chapter 4 of Investigting the Social World.
