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effect on the likelihood of voting? In OLS regression, SPSS determines statistical significance by calculating 
a t-statistic and an accompanying P-value. In logistic regression, SPSS calculates a Wald statistic (which is 
based on chi-square) and reports a P-value for Wald. Interpretation of this P-value, displayed in the column 
labeled “Sig.,” is directly analogous to ordinary regression. If the P-value is greater than .05, then do not 
reject the null hypothesis. Conclude that the independent variable does not have a significant effect on the 
dependent variable. If the P-value is less than or equal to .05, then reject the null hypothesis and infer that 
the independent variable has a significant relationship with the dependent variable. In our output, the 
P-value for educ is .000, so we can conclude that, yes, education has a significant effect on voting turnout.

Return to the logistic regression coefficient, .226, and figure out how to make it more meaningful. Consider 
the rightmost column of the Variables in the Equation table, the column labeled “Exp(B).” Here SPSS has 
reported the value 1.254 for the independent variable, educ. Where did this number originate? SPSS obtained 
this number by raising the natural log base e (approximately equal to 2.72) to the power of the logistic regression 
coefficient, .226. This procedure translates the logged odds regression coefficient into an odds ratio. An odds 
ratio tells us by how much the odds of the dependent variable change for each unit change in the independent 

Figure 10-1  The Logistic Regression Window

1. Click voted08 into the
Dependent box. Click educ
into the Covariates box.

2. Click Options.

3. Check the box next to
Iteration history.

Figure 10-2  Requesting Logistic Regression with Iteration History


