
Correlation and Linear Regression 151

The Correlations table, called a correlation matrix, shows the correlation of each variable with each of 
the other variables—it even shows the correlation between each variable and itself. Each of the correlations in 
which we are interested appears twice in the table: once above the upper-left-to-lower-right diagonal of 1’s, 
and again below the diagonal. The correlation between womleg_2015 and attend_pct is –.716, which tells us 
that increasing values of one of the variables is associated with decreasing values of the other variable. So as the 
percentage of frequent church attenders goes up, the percentage of female legislators goes down. How strong is 
the relationship? We know that Pearson’s r is bracketed by –1 and +1, so we could say that this relationship is a 
strong negative association. The correlation between womleg_2015 and BA_or_more, .593, indicates a positive 
relationship: As states’ percentages of college graduates increase, so do their percentages of women legislators. 
Again, this is a fairly strong association. Finally, attend_pct and BA_or_more, with a Pearson’s r of –.519, show 
a moderately strong negative relationship. As the percentage of college graduates increases, the percentage of 
frequent attenders declines. Thus, as we compare states with fewer college graduates to states with more college 
graduates, we are also comparing states with more frequent attenders to states with fewer frequent attenders. 
(This relationship becomes important later.)

Correlation analysis is a good place to start when analyzing interval-level relationships. Even so, a 
correlation coefficient is agnostic on the question of which variable is the cause and which the effect. Does an 
increase in the percentage of frequent church attenders somehow cause lower percentages of women in state 
legislatures? Or do increasing percentages of women in state legislatures somehow cause states to have lower 
percentages of church attenders? Either way, correlation analysis reports the same measure of association, a 
Pearson’s r of –.716.

Regression is more powerful than correlation, in part because it helps us investigate causal relationships—
relationships in which an independent variable is thought to affect a dependent variable. Regression analysis 
will (1) reveal the precise nature of the relationship between an independent variable and a dependent 
variable, (2) test the null hypothesis that the observed relationship occurred by chance, and (3) provide a PRE 
measure of association between the independent variable and the dependent variable. To illustrate these and 
other points, we will run two separate bivariate regressions. First we will examine the relationship between 
attend_pct and womleg_2015, and then we will analyze the relationship between BA_or_more and 
womleg_2015.

Click Analyze  Regression  Linear. The Linear Regression window appears (Figure 8-2). Click 
womleg_2015 into the Dependent box. Find attend_pct in the variable list and click it into the Independent(s) 
box. Click OK.

SPSS regression output includes four tables: Variables Entered/Removed, Model Summary, ANOVA 
(which stands for analysis of variance), and Coefficients. For the regression analyses you will perform in this 
book, the Model Summary table and the Coefficients table contain the most important information. Let’s 
examine them.


