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SPSS would use this logistic regression model to obtain an estimated logged odds of voting for each 
respondent. It would plug in each respondent’s education level, do the math, and calculate an estimated value of 
the dependent variable, the logged odds of voting. SPSS would then use the following formula to convert the 
estimated logged odds of voting into a predicted probability of voting:

Probability of voting = Exp(Logged odds of voting)/(1 + Exp(Logged odds of voting))

According to this formula, we retrieve the probability of voting by first raising the natural log base e to the 
power of the logged odds of voting. We then divide this number by the quantity one plus e raised to the 
power of the logged odds of voting.7 Clear as mud.

To get an idea of how SPSS calculates predicted probabilities, let’s work through an example. Consider 
respondents who have a high school education: 12 years of schooling. Using the logistic regression equation 
obtained in the first guided example, we find the logged odds of voting for this group to be –2.068 + .226(12) = 
–2.068 + 2.712 = .644. What is the predicted probability of voting for people with 12 years of education? It would 
be Exp(.644)/(1 + Exp(.644)) = 1.904/2.904 ≈ .66. So for respondents with a high school education, the estimated 
probability of voting is .66. At the user’s request, SPSS will follow this procedure to calculate predicted 
probabilities for individuals at all values of education, and it will save these predicted probabilities as a new 
variable in the dataset.

Let’s run the voted08–educ analysis again and request that SPSS calculate and save the predicted probability 
of voting for each respondent. Click Analyze  Regression Binary Logistic. All the variables are still in place 
from our previous run. This time, however, we want to use only one independent variable, educ. Select age with 
the mouse and click it back into the variable list, leaving educ in the Covariates box and voted08 in the Dependent 
box. Now click the Save button in the Logistic Regression window. This opens the Logistic Regression: Save 
window (Figure 10-5). In the Predicted Values panel, click the Probabilities box. Click Continue, which returns 
you to the Logistic Regression window. One more thing. We won’t be discussing iteration history on this run, so 
click Options and uncheck the Iteration history box. Click Continue. You are ready to go. Click OK.

SPSS generates output that is identical (except for the iteration history) to our earlier run. So where are the 
predicted probabilities that we requested? Because we just ran the analysis, SPSS has taken us to the Viewer. 
Return to the Variable View of the Data Editor. Scroll to the bottom of the Variable View. As you know, this 
is where SPSS puts the new variables that you create using Recode or Compute. There you will find a new 

1. Make sure
that voted08 is
in the Dependent
box and educ is in
the Covariates box.

2. Click Save.

3. Select the box next
to “Probabilities.”
Click Continue.

Figure 10-5 Requesting Predicted Probabilities


