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of all cases across the dependent variable. And, as requested, each cell shows the number (count) and column 
percentage. 

What do you think? Does the cross-tabulation fit the hypothesis? The third rule of cross-tabulation analysis 
is easily applied. Focusing on the “Dem” value of the dependent variable, we see a pattern in the hypothesized 
direction. A comparison of respondents in the “Low” column with those in the “Middle” column reveals a 
decline from 39.3 to 34.5 in the percentage who are Democrats, a drop of about 5 percentage points. Moving 
from the “Middle” column to the “High” column, we find another decrease, from 34.5 percent to 29.6 percent, 
about another 5-point drop. Are lower-income people more likely to be Democrats than middle-income and 
higher-income people? Yes. Across the full range of the independent variable, from “Low” to “High” income, the 
percentage of Democrats declines by about 10 percentage points.

MEAN COMPARISON ANALYSIS

We now turn to another common hypothesis-testing situation: when the independent variable is categorical and 
the dependent variable is interval level. The logic of comparison still applies—divide cases on the independent 
variable and compare values of the dependent variable—but the method is different. Instead of comparing 
percentages, we now compare means.

To illustrate, let’s say that you are interested in explaining this dependent variable: attitudes toward Hillary 
Clinton. Why do some people have positive feelings toward her, whereas others harbor negative feelings? Here 
is a plausible (if not self-evident) idea: Partisanship (independent variable) will have a strong effect on attitudes 
toward Hillary Clinton (dependent variable). The hypothesis: In a comparison of individuals, Democrats will 
have more favorable attitudes toward Hillary Clinton than will Republicans.

NES2012 contains ft_hclinton, a 100-point feeling thermometer. Each respondent was asked to rate Hillary 
Clinton on this scale, from 0 (cold or negative) to 100 (warm or positive). This is the dependent variable. 
NES2012 also has pid_x, which measures partisanship in seven categories, from Strong Democrat (coded 1) to 
Strong Republican (coded 7). The intervening codes capture gradations between these poles: Weak Democrat 
(coded 2), Independent-Democrat (coded 3), Independent (coded 4), Independent-Republican (coded 5), and 
Weak Republican (coded 6). This is the independent variable. If the hypothesis is correct, we should find that 
Strong Democrats have the highest mean scores on ft_hclinton and that mean scores decline systematically 
across categories of pid_x, hitting a low point among respondents who are Strong Republicans. Is this 
 what happens?

Click Analyze  Compare Means  Means. The Means window pops into view. Scroll down the left-hand 
variable list until you find ft_hclinton, and then click it into the Dependent List panel, as shown in Figure 4-2. Now 
scroll to pid_x and click it into the Independent List panel. In the Means window, click Options. The Means: Options 


