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Click in the Label cell
and type a more informative
label, such as “Pred prob:
educ-voted08.”

Figure 10-6 Predicted Probability Saved as a New Variable in the Data Editor

variable bearing the name “PRE_1” and the label “Predicted probability” (Figure 10-6). SPSS has performed just 
as requested. It ran the analysis, generated the logistic regression output, and silently saved a new variable, the 
predicted probability of voting for each case in the dataset. We will want to have a look at PRE_1. But first we 
need to give it a more descriptive label. Click in the Label cell and type a more informative variable label, such as 
“Pred prob: educ-voted08.”

In what ways can this new variable, PRE_1, help us to describe changes in the estimated probability of voting 
as education increases? Remember, SPSS now has a predicted probability of voting for respondents at each value 
of the education variable, from 0 years to 20 years. So there are two complementary ways to describe the 
relationship between education and PRE_1, the predicted probability of voting. First, we can perform Analyze  
Compare Means  Means, asking SPSS to calculate the mean values of PRE_1 (dependent variable) for each value 
of educ (independent variable). This would show us by how much the estimated probability of voting increases 
between groups of respondents having different numbers of years of schooling. Second, we can obtain a line chart 
of the same information. To obtain a line chart, click Graphs  Legacy Dialogs  Line  Simple and click educ 
into the “Category Axis” box. Then select “Other statistic,” and click PRE_1 into the Line Represents panel. This 
allows us to visualize the nonlinear relationship between education and the predicted probability of voting.

To you, both of these modes of analysis are old hat, so go ahead and perform the analyses. In the mean 
comparison results (Figure 10-7), the values of educ appear in ascending order down the left-hand column, and 
mean predicted probabilities (somewhat distractingly, to 7-decimal-point precision) are reported in the column 
labeled “Mean.” The line chart (Figure 10-8) adds clarity and elegance to the relationship. To get a feel for what 
is going on, scroll back and forth between the tabular analysis and the graphic output. What happens to the 
predicted probability of voting as education increases? Notice that, in the lower range of the independent 
variable, between 0 years and about 6 years, the predicted probabilities are quite low (between .11 and about .33) 
and these probabilities increase on the order of .03 to .04 for each increment in education. Now shift your focus 
to the upper reaches of education and note much the same thing. Beginning at about 14 years of schooling, the 
estimated probability of voting is at or above about .75—a high likelihood of turning out—and so increments in 
this range have weaker effects on the probability of voting. In the middle range, from 7 to 13 years, the 
probabilities increase at a “faster” marginal rate, and within this range the graphic curve shows its steepest slope.

Although most political researchers like to get a handle on predicted probabilities, as we have just done, 
there is no agreed-upon format for succinctly summarizing logistic regression results in terms of probabilities. 
One commonly used approach is to report the so-called full effect of the independent variable on the probability 
of the dependent variable. The full effect is calculated by subtracting the probability associated with the lowest 
value of the independent variable from the probability associated with the highest value of the independent 
variable. According to our Compare Means analysis, the predicted probability of voting for people with no 
formal schooling is about .11, and the predicted probability for those with 20 years of education is .92. The 
full effect would be .92 – .11 = .81. So, measured across its full range of observed values, education boosts the 
probability of voting by .81.


