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Chapter 12: Regression and Correlation

Test Bank

Multiple Choice

1. A scatter diagram is a visual method used to display a relationship between two ______ variables.
a. nominal
b. unrelated
c. interval-ratio
d. ordinal
Ans: c
Learning Objective: 12-1: Describe linear relationships and prediction rules for bivariate and multiple regression models
Cognitive Domain: Knowledge
Answer Location: The Scatter Diagram

Difficulty Level: Easy
2. A scatter diagram is a(n) ______ step in exploring a relationship between two variables.
a. finite
b. absolute
c. preliminary
d. definitive
Ans: c

Learning Objective: 12-1: Describe linear relationships and prediction rules for bivariate and multiple regression models
Cognitive Domain: Knowledge

Answer Location: The Scatter Diagram

Difficulty Level: Easy

3. Which type of relationship occurs when all observations fall along a straight line?
a. Deterministic linear relationship
b. Scatter plot relationship
c. Vertical relationship
d. Linear relationship
Ans: a

Learning Objective: 12-1: Describe linear relationships and prediction rules for bivariate and multiple regression models
Cognitive Domain: Knowledge
Answer Location: Linear Relationships and Prediction Rules

Difficulty Level: Easy
4. In a linear equation, the value of Y when X is 0 is called the
a. slope.
b. Y-intercept.
c. best fit.
d. directional.
Ans: b

Learning Objective: 12-3: Calculate and interpret a and b
Cognitive Domain: Knowledge
Answer Location: Interpreting a and b

Difficulty Level: Easy
5. Which of the following is the equation for all straight-line graphs?
a. Y = a + b (x)
b. e = Y – Ŷ
c. Ʃ (ӯ – Ŷ)
d. Ŷ = a (b)
Ans: a

Learning Objective: 12-2: Construct and interpret straight-line graphs and best-fitting lines
Cognitive Domain: Knowledge
Answer Location: Finding the Best-Fitting Line

Difficulty Level: Easy
6. What is the interpretation for the slope of the linear regression prediction equation?
a. The value of Y when X = 0
b. The value of X when Y = 0
c. The change in Y with a unit change in X
d. The change in X with a unit change in Y
Ans: c

Learning Objective: 12-2: Construct and interpret straight-line graphs and best-fitting lines
Cognitive Domain: Knowledge

Answer Location: Finding the Best-Fitting Line

Difficulty Level: Medium
7. What is the slope of the linear regression prediction equation if a person with 12 years of schooling earns $31,000 per year and a person with 13 years of schooling earns $32,500 per year?
a. 1
b. 12
c. 13
d. 1,500
Ans: d

Learning Objective: 12-2: Construct and interpret straight-line graphs and best-fitting lines
Cognitive Domain: Application

Answer Location: Fitting the Best-Fitting Line

Difficulty Level: Medium
8. Assume that a local company pays its employees 25 cents more per hour for each college credit earned during a given year. Consider two employees, one earning $10 per hour and having earned zero college credits and one earning $12 per hour and having earned eight college credits. What is the Y-intercept of the linear regression prediction equation?
a. 2
b. 8
c. 10
d. 12
Ans: c

Learning Objective: 12-2: Construct and interpret straight-line graphs and best-fitting lines
Cognitive Domain: Application

Answer Location: Finding the Best-Fitting Line

Difficulty Level: Medium

9. Consider the following linear regression prediction equation: Y = 12 + –1x. What is the direction of the relationship between these two variables?
a. Positive relationship
b. Negative relationship
c. No relationship
d. Neutral relationship

Ans: b
Learning Objective: 12-3: Calculate and interpret a and b
Cognitive Domain: Comprehension
Answer Location: Interpreting a and b

Difficulty Level: Medium
10. A residual is defined as the
a. difference between the observed Y and the predicted Y.
b. difference between two observed Y values in the data.
c. absolute values of observed Y and the observed X.
d. absolute value of the observed Y.
Ans: a
Learning Objective: 12-2: Construct and interpret straight-line graphs and best-fitting lines
Cognitive Domain: Knowledge
Answer Location: Finding the Best Fitting Line

Difficulty Level: Easy
11. What is the total sum of squares?
a. The sum of the squared deviations from the mean
b. The sum of the squared deviations from the regression line
c. The difference between the sum of the squared deviations from the mean and the sum of the squared deviations from the regression line
d. The effect of two or more variables on the independent variable
Ans: a
Learning Objective: 12-4: Calculate and interpret the coefficient of determination (r2) and Pearson’s correlation coefficient (r)
Cognitive Domain: Knowledge
Answer Location: Methods for Assessing the Accuracy of Predictions

Difficulty Level: Easy
12. What is the residual sum of squares?
a. The sum of the squared deviations from the mean
b. The sum of the squared deviations from the regression line
c. The difference between the sum of the squared deviations from the mean and the sum of the squared deviations from the regression line
d. The effect of two or more variables on the independent variable
Ans: b
Learning Objective: 12-4: Calculate and interpret the coefficient of determination (r2) and Pearson’s correlation coefficient (r)
Cognitive Domain: Knowledge

Answer Location: Methods for Assessing the Accuracy of Predictions

Difficulty Level: Easy

13. What is the regression sum of squares?
a. The sum of the squared deviations from the mean
b. The sum of the squared deviations from the regression line
c. The difference between the sum of the squared deviations from the mean and the sum of the squared deviations from the regression line
d. The effect of two or more variables on the independent variable
Ans: c
Learning Objective: 12-4: Calculate and interpret the coefficient of determination (r2) and Pearson’s correlation coefficient (r)
Cognitive Domain: Knowledge

Answer Location: Methods for Assessing the Accuracy of Predictions

Difficulty Level: Easy

14. The best fitting line is one where the
a. intercept of the regression equation, a, is closest to zero.
b. slope of the regression equation, b, is closest to zero.
c. residual sum of squares is closest to zero.
d. variance of Y is large.
Ans: c
Learning Objective: 12-4: Calculate and interpret the coefficient of determination (r2) and Pearson’s correlation coefficient (r)
Cognitive Domain: Comprehension
Answer Location: Calculating Prediction Errors

Difficulty Level: Easy
15. Which three quantities are needed in order to calculate the value of the Y-intercept for the linear regression prediction equation?
a. The slope, the mean of X, and the total number of observations in the data
b. The slope, the mean of Y, and the total number of observations in the data
c. The mean of X, the mean of Y, and the total number of observations in the data
d. The mean of X, the mean of Y, and the slope
Ans: d
Learning Objective: 12-3: Calculate and interpret a and b
Cognitive Domain: Knowledge
Answer Location: Computing a and b

Difficulty Level: Medium
16. The coefficient of determination is symbolized by
a. r.
b. r2.
c. a.
d. b.
Ans: b
Learning Objective: 12-4: Calculate and interpret the coefficient of determination (r2) and Pearson’s correlation coefficient (r)
Cognitive Domain: Knowledge
Answer Location: Methods for Assessing the Accuracy of Predictions

Difficulty Level: Easy
17. What does the quantity r refer to?
a. Pearson’s correlation coefficient
b. Coefficient of determination
c. Covariance
d. Residual sum of squares
Ans: a
Learning Objective: 12-4: Calculate and interpret the coefficient of determination (r2) and Pearson’s correlation coefficient (r)
Cognitive Domain: Knowledge
Answer Location: Pearson’s Correlation Coefficient (r)

Difficulty Level: Easy
18. How many independent variables are involved in a multiple regression equation?
a. One
b. Zero
c. Two or more
d. At least three
Ans: c
Learning Objective: LO
Cognitive Domain: Knowledge
Answer Location: Regression and Correlation

Difficulty Level: Easy
19. Consider the following linear regression prediction equation: Y = 12 + –1x. What is the direction of the relationship between these two variables?
a. The relationship between the observed X and the predicted Y is negative.
b. The relationship between the observed X and the predicted Y is positive.
c. There is no relationship between the observed X and the predicated Y.
d. There is a weak relationship between the observed X and the predicted Y with no direction..
Ans: a
Learning Objective: 12-3: Calculate and interpret a and b
Cognitive Domain: Analysis
Answer Location: Interpreting a and b

Difficulty Level: Medium
20. Which of the following would be the least squares (best fitting) line?
a. The residual sum of squares is closest to zero.
b. r is equal to zero.
c. The residual sum of squares is closest to one.
d. The variance of y is large.
Ans: a
Learning Objective: 12-4: Calculate and interpret the coefficient of determination (r2) and Pearson’s correlation coefficient (r)
Cognitive Domain: Comprehension

Answer Location: Calculating Prediction Errors

Difficulty Level: Easy

Multiple Response
1. SELECT ALL THAT APPLY. Regression

a. examines relationship between ordinal variables.
b. is a linear prediction model.
c. is bivariate if it involves one independent and one dependent variable.
d. is multiple if it involves two or more independent and one dependent variable.
Ans: b, c, d
Learning Objective: 12-1: Describe linear relationships and prediction rules for bivariate and multiple regression models
Cognitive Domain: Comprehension

Answer Location: Regression and Correlation

Difficulty Level: Easy

2. SELECT ALL THAT APPLY. A linear relationship

a. approximates the observations displayed in a scatter diagram with a straight line.
b. is termed deterministic if some observations fall along a straight line.
c. is termed perfectly linear relationship if all the observations fall along a straight line.
d. is a relationship between two interval-ratio variables.
Ans: a, c, d
Learning Objective: 12-1: Describe linear relationships and prediction rules for bivariate and multiple regression models
Cognitive Domain: Comprehension

Answer Location: Linear Relationships and Prediction Rules

Difficulty Level: Medium

3. SELECT ALL THAT APPLY. In the linear regression equation Y = a + b (X)

a. X = the score of the independent variable

b. a = the Y-intercept

c. b = the slope of the regression line

d. Y = the observed score of the dependent variable

Ans: a, b, c
Learning Objective: 12-2: Construct and interpret straight-line graphs and best-fitting lines
Cognitive Domain: Knowledge

Answer Location: Finding the Best-Fitting Line

Difficulty Level: Easy

4. SELECT ALL THAT APPLY. Covariance
a. measures the linear relationship between two variables.
b. reflects both strength and direction of the relationship.
c. will be close to zero if the variables are closely related.
d. will be negative if the relationship is unrelated.
Ans: a, b
Learning Objective: 12-3: Calculate and interpret a and b
Cognitive Domain: Comprehension

Answer Location: Computing a and b

Difficulty Level: Medium

True/False

1. A bivariate regression assumes that the variables have a linear or straight-line relationship.

Ans: T
Learning Objective: 12-1: Describe linear relationships and prediction rules for bivariate and multiple regression models
Cognitive Domain: Comprehension

Answer Location: The Scatter Diagram

Difficulty Level: Easy

2. The residual is the difference between the predicted 
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and the observed Y, i.e. 
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Ans: F
Learning Objective: 12-2: Construct and interpret straight-line graphs and best-fitting lines
Cognitive Domain: Knowledge

Answer Location: Finding the Best-Fitting Line

Difficulty Level: Easy

3. The least-square method is a technique that chooses a and b such that the residual sum of squares is the least.
Ans: T
Learning Objective: 12-2: Construct and interpret straight-line graphs and best-fitting lines
Cognitive Domain: Knowledge

Answer Location: Finding the Best-Fitting Line

Difficulty Level: Easy

4. A negative slope implies the relationship between the variables is a negative one and hence covariance will also be negative.

Ans: T
Learning Objective: 12-3: Calculate and interpret a and b
Cognitive Domain: Comprehension

Answer Location: Interpreting a and b

Difficulty Level: Easy

5. Residual sum of squares, 
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Ans: F
Learning Objective: 12-4: Calculate and interpret the coefficient of determination (r2) and Pearson’s correlation coefficient (r)
Cognitive Domain: Knowledge

Answer Location: Methods for Assessing the Accuracy of Predictions

Difficulty Level: Easy

6. An 
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near zero indicates either poor fit or a well-fitting line with slope zero.

Ans: T
Learning Objective: 12-4: Calculate and interpret the coefficient of determination (r2) and Pearson’s correlation coefficient (r)
Cognitive Domain: Comprehension

Answer Location: Calculating Prediction Errors

Difficulty Level: Medium

Short Answer

1. Calculate the Y-intercept, a, of the regression equation using the following information:
Mean number of years of schooling: 17
Mean monthly income: $2,750
Slope, b, of the regression equation: $650
Ans: –8300
Learning Objective: 12-3: Calculate and interpret a and b
Cognitive Domain: Application
Answer Location: Computing a and b

Difficulty Level: Medium
2. Consider the following linear regression prediction equation: Y = 12 + –1x. If x = 7. What is the predicted value of Y for this observation?
Ans: 5
Learning Objective: 12-3: Calculate and interpret a and b
Cognitive Domain: Application

Answer Location: Computing a and b

Difficulty Level: Easy

3. Consider the following linear regression prediction equation: Y = 12 + –1x. If the predicted value of Y for an observation is 5, calculate the residual for an observation where the observed value of Y is equal to 9.
Ans: 4

Learning Objective: 12-2: Construct and interpret straight-line graphs and best-fitting lines
Cognitive Domain: Application
Answer Location: Finding the Best fitting Line

Difficulty Level: Medium
4. Calculate the sum of squares regression using the following information:
Sum of squares total: 2340
Sum of squares residual: 1496

Ans: 844

Learning Objective: 12-4: Calculate and interpret the coefficient of determination (r2) and Pearson’s correlation coefficient (r)
Cognitive Domain: Application
Answer Location: Methods for Assessing the Accuracy of Predictions

Difficulty Level: Easy
5. The following data were obtained from a sample of 12 respondents. In reviewing the above data, imagine that you first decide to calculate Pearson’s correlation coefficient for the relationship between the highest grade of school completed for respondents and their fathers. If the covariance between respondents’ and fathers’ education is 3.23, what is the value of Pearson’s correlation coefficient?

	Highest Grade of School Completed (Respondent)
	Highest Grade of School Completed (Father)
	Highest Grade of School Completed (Mother)

	12
	12
	12

	14
	10
	12

	14
	14
	12

	10
	8
	8

	14
	12
	12

	16
	12
	12

	15
	10
	5

	12
	6
	6

	16
	16
	20

	14
	13
	13

	15
	14
	12

	14
	14
	14

	
	
	

	Mean
	13.83
	11.75
	11.50

	St. Dev.
	1.75
	2.90
	3.90

	Variance
	3.06
	8.02
	15.18


Ans: r = .65
Learning Objective: 12-4: Calculate and interpret the coefficient of determination (r2) and Pearson’s correlation coefficient (r)
Cognitive Domain: Application
Answer Location: Pearson’s Correlation Coefficient (r)
Difficulty Level: Medium
6. The following data were obtained from a sample of 12 respondents. Suppose that we started by calculating a bivariate regression equation which predicted children’s education using information on fathers’ education. Suppose further that we then calculated a multiple regression equation which predicted children’s education using information on both fathers’ education and mothers’ education. What would you expect to happen to the sum of squares regression in the multiple regression equation relative to the sum of squares regression in the bivariate linear regression equation? Does it increase or decrease in value? Why?

	Highest Grade of School Completed (Respondent)
	Highest Grade of School Completed (Father)
	Highest Grade of School Completed (Mother)

	12
	12
	12

	14
	10
	12

	14
	14
	12

	10
	8
	8

	14
	12
	12

	16
	12
	12

	15
	10
	5

	12
	6
	6

	16
	16
	20

	14
	13
	13

	15
	14
	12

	14
	14
	14

	
	
	

	Mean
	13.83
	11.75
	11.50

	St. Dev.
	1.75
	2.90
	3.90

	Variance
	3.06
	8.02
	15.18


Ans: The sum of squares regression increased in value.
Learning Objective: 12-1: Describe linear relationships and prediction rules for bivariate and multiple regression models
Cognitive Domain: Analysis
Answer Location: Methods for Assessing the Accuracy of Predictions | Statistics in Practice: Multiple Regression

Difficulty Level: Hard
7. The following data on fertility rates were obtained from Eurostat on seven European countries in 2006. Considering the total fertility rate as your dependent variable, construct a scatter diagram and plot the seven observations in the table.

	
	Mean Age at Childbearing
	Total Fertility
Rate 

	Denmark
	30.29
	1.83

	Ireland
	30.66
	1.90

	Greece
	29.87
	1.39

	Spain
	30.88
	1.38

	France
	29.72
	2.00

	Italy
	30.87
	1.32

	Netherlands
	30.58
	1.70

	
	
	

	Mean
	30.41
	1.65

	Standard Deviation
	0.47
	.28

	Variance
	.22
	.08


Ans:
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Learning Objective: 12-1: Describe linear relationships and prediction rules for bivariate and multiple regression models
Cognitive Domain: Application
Answer Location: The Scatter Diagram

Difficulty Level: Medium
8. The following data on fertility rates were obtained from Eurostat on seven European countries in 2006. The covariance between the mean age at childbearing and the total fertility rate is –0.06. Using this information and the information provided in the table below, calculate the value of Pearson’s correlation coefficient.

	
	Mean Age at Childbearing
	Total Fertility
Rate 

	Denmark
	30.29
	1.83

	Ireland
	30.66
	1.90

	Greece
	29.87
	1.39

	Spain
	30.88
	1.38

	France
	29.72
	2.00

	Italy
	30.87
	1.32

	Netherlands
	30.58
	1.70

	
	
	

	Mean
	30.41
	1.65

	Standard Deviation
	0.47
	.28

	Variance
	.22
	.08


Ans: r = –0.42
Learning Objective: 12-4: Calculate and interpret the coefficient of determination (r2) and Pearson’s correlation coefficient (r)
Cognitive Domain: Application
Answer Location: Pearson’s Correlation Coefficient (r)

Difficulty Level: Medium
9. The following data on fertility rates were obtained from Eurostat on seven European countries in 2006. Suppose you obtain the following equation which predicts the total fertility rate using information on the mean age of childbearing: Y = 9.34 – 0.25x. What is the predicted total fertility rate for a country with a mean age at childbearing of 31.5 years? Why would it be inappropriate to predict, say, the TFR for a country with a mean age at childbearing of 22.7 years?

	
	Mean Age at Childbearing
	Total Fertility
Rate 

	Denmark
	30.29
	1.83

	Ireland
	30.66
	1.90

	Greece
	29.87
	1.39

	Spain
	30.88
	1.38

	France
	29.72
	2.00

	Italy
	30.87
	1.32

	Netherlands
	30.58
	1.70

	
	
	

	Mean
	30.41
	1.65

	Standard Deviation
	0.47
	.28

	Variance
	.22
	.08


Ans: TFR = 1.47. It would be inappropriate because 22.7 years fall outside of the bounds of the observed data.
Learning Objective: 12-3: Calculate and interpret a and b
Cognitive Domain: Analysis
Answer Location: Interpreting a and b

Difficulty Level: Medium
10. The coefficient of determination, r2, is a PRE measure. What does this mean?
Ans: r2 indicates the extent to which prediction error is reduced when the independent variable is taken into account in predictions.
Learning Objective: 12-4: Calculate and interpret the coefficient of determination (r2) and Pearson’s correlation coefficient (r)
Cognitive Domain: Comprehension

Answer Location: Methods for Assessing the Accuracy of Predictions

Difficulty Level: Medium

11. What is the difference between slope and partial slopes?
Ans: Slope is the change in variable Y (the dependent variable) with a unit change in variable X (the independent variable). Partial slopes is the amount of change in Y for a unit change in a specific independent variable while controlling for the other independent variable(s).

Learning Objective: 12-2: Construct and interpret straight-line graphs and best-fitting lines | 12-5: Interpret SPSS multiple regression output
Cognitive Domain: Knowledge
Answer Location: Finding the Best-Fitting Line | Statistics in Practice: Multiple Regression

Difficulty Level: Medium
12. Define Covariance (X,Y).
Ans: The covariance is the measure of how X and Y vary together. It tells us to what extend higher values of one variable are associated with higher values of the other variable (positive covariation) or with lower values of the second variable (negative covariation).

Learning Objective: 12-3: Calculate and interpret a and b
Cognitive Domain: Knowledge
Answer Location: Computing a and b

Difficulty Level: Medium
13. What role does the coefficient of determination play in regression?
Ans: The coefficient of regression, 
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, indicates how accurate a prediction the regression model provides. It follows a PRE measure of association. It reflects the proportion of the total variation in the dependent variable, Y, explained by the independent variable, X.
Learning Objective: 12-4: Calculate and interpret the coefficient of determination (r2) and Pearson’s correlation coefficient (r)
Cognitive Domain: Comprehension
Answer Location: Methods for Assessing the Accuracy of Predictions

Difficulty Level: Medium
14. Compare ANOVA and regression.
Ans: In ANOVA, the independent variable is nominal or ordinal but in regression, it is an interval-ratio variable. With ANOVA, we decomposed the total variation in the dependent variable into portions explained (SSB) and unexplained (SSW) by the independent variable. Next, we calculated the mean squares between and mean squares within. The statistical test, F, is the ratio of the mean squares between to the mean squares within. With regression analysis, we decomposed the total variation in the dependent variable into portions explained, regression sum of squares (SSR), and unexplained, residual sum of squares (SSE). The mean squares regression and the mean squares residual are calculated by dividing each sum of squares by its corresponding degrees of freedom.

Learning Objective: 12-6: Test the significance of r2 and R2 using ANOVA
Cognitive Domain: Comprehension
Answer Location: Testing the Significance of r2 Using ANOVA

Difficulty Level: Medium
Essay

1. The following data were obtained from a sample of 12 respondents. With respondents’ highest grade of schooling completed as your dependent variable and fathers’ highest grade of schooling completed as your independent variable, calculate the Y-intercept and the slope and write down the linear regression equation which summarizes the relationship between these two variables.

	Highest Grade of School Completed (Respondent)
	Highest Grade of School Completed (Father)
	Highest Grade of School Completed (Mother)

	12
	12
	12

	14
	10
	12

	14
	14
	12

	10
	8
	8

	14
	12
	12

	16
	12
	12

	15
	10
	5

	12
	6
	6

	16
	16
	20

	14
	13
	13

	15
	14
	12

	14
	14
	14

	
	
	

	Mean
	13.83
	11.75
	11.50

	St. Dev.
	1.75
	2.90
	3.90

	Variance
	3.06
	8.02
	15.18


Ans: Y = 9.11 + .40x
Learning Objective: 12-3: Calculate and interpret a and b
Cognitive Domain: Application

Answer Location: Computing a and b

Difficulty Level: Medium

2. The following data were obtained from a sample of 12 respondents. Suppose you arrive at the following multiple regression equation which predicts child’s schooling from both father and mother’s schooling:
Ŷ= 8.91 + .51(Father’s Schooling) – .10(Mother’s Schooling).
What is the predicted number of years of schooling for a respondent whose father and mother graduated from college (i.e., each completed 16 years of schooling)?

	Highest Grade of School Completed (Respondent)
	Highest Grade of School Completed (Father)
	Highest Grade of School Completed (Mother)

	12
	12
	12

	14
	10
	12

	14
	14
	12

	10
	8
	8

	14
	12
	12

	16
	12
	12

	15
	10
	5

	12
	6
	6

	16
	16
	20

	14
	13
	13

	15
	14
	12

	14
	14
	14

	
	
	

	Mean
	13.83
	11.75
	11.50

	St. Dev.
	1.75
	2.90
	3.90

	Variance
	3.06
	8.02
	15.18


Ans: Ŷ = 8.91 + .51(16) – .10(16) = 15.47 years
Learning Objective: 12-5: Interpret SPSS multiple regression output
Cognitive Domain: Application

Answer Location: Statistics in Practice: Multiple Regression

Difficulty Level: Medium

3. The following data were obtained from a sample of 12 respondents. Approximately what percent of the variation in respondents’ highest grade of schooling completed does fathers’ highest grade of schooling explain?

	Highest Grade of School Completed (Respondent)
	Highest Grade of School Completed (Father)
	Highest Grade of School Completed (Mother)

	12
	12
	12

	14
	10
	12

	14
	14
	12

	10
	8
	8

	14
	12
	12

	16
	12
	12

	15
	10
	5

	12
	6
	6

	16
	16
	20

	14
	13
	13

	15
	14
	12

	14
	14
	14

	
	
	

	Mean
	13.83
	11.75
	11.50

	St. Dev.
	1.75
	2.90
	3.90

	Variance
	3.06
	8.02
	15.18


Ans: About 41% of the variation is explained (r2 = 0.41). This quantity is termed the coefficient of determination.
Learning Objective: 12-4: Calculate and interpret the coefficient of determination (r2) and Pearson’s correlation coefficient (r)
Cognitive Domain: Application

Answer Location: Methods for Accessing the Accuracy of Predictions

Difficulty Level: Medium

4. The following data on fertility rates were obtained from Eurostat on seven European countries in 2006. The covariance between the mean age at childbearing and the total fertility rate is –0.06. Using this information and the information provided in the table below, calculate the Y-intercept and the slope and write down the linear regression equation which summarizes the relationship between these two variables.

	
	Mean Age at Childbearing
	Total Fertility
Rate 

	Denmark
	30.29
	1.83

	Ireland
	30.66
	1.90

	Greece
	29.87
	1.39

	Spain
	30.88
	1.38

	France
	29.72
	2.00

	Italy
	30.87
	1.32

	Netherlands
	30.58
	1.70

	
	
	

	Mean
	30.41
	1.65

	Standard Deviation
	0.47
	.28

	Variance
	.22
	.08


Ans: Ŷ = 9.34–0.25x
Learning Objective: 12-3: Calculate and interpret a and b
Cognitive Domain: Application

Answer Location: Computing a and b

Difficulty Level: Medium

5. The covariance between the mean age at childbearing and the total fertility rate is –0.06. How much predictive power does the mean age at childbearing have in predicting the total fertility rate? Calculate the coefficient of determination and interpret this quantity.

	
	Mean Age at Childbearing
	Total Fertility
Rate 

	Denmark
	30.29
	1.83

	Ireland
	30.66
	1.90

	Greece
	29.87
	1.39

	Spain
	30.88
	1.38

	France
	29.72
	2.00

	Italy
	30.87
	1.32

	Netherlands
	30.58
	1.70

	
	
	

	Mean
	30.41
	1.65

	Standard Deviation
	0.47
	.28

	Variance
	.22
	.08


Ans: r2 = 0.18. About 18% of the variation in the total fertility rate is explained by taking into account the mean age at childbearing.
Learning Objective: 12-4: Calculate and interpret the coefficient of determination (r2) and Pearson’s correlation coefficient (r)
Cognitive Domain: Application

Answer Location: Methods for Assessing the Accuracy of Predictions

Difficulty Level: Medium

6. The following data on fertility rates were obtained from Eurostat on seven European countries in 2006. What is direction of the relationship between the mean age at childbearing and the total fertility rate? Which single country appears to be the exception?

	
	Mean Age at Childbearing
	Total Fertility
Rate 

	Denmark
	30.29
	1.83

	Ireland
	30.66
	1.90

	Greece
	29.87
	1.39

	Spain
	30.88
	1.38

	France
	29.72
	2.00

	Italy
	30.87
	1.32

	Netherlands
	30.58
	1.70

	
	
	

	Mean
	30.41
	1.65

	Standard Deviation
	0.47
	.28

	Variance
	.22
	.08


Ans: Negative; Greece
Learning Objective: 12-3: Calculate and interpret a and b
Cognitive Domain: Analysis

Answer Location: Computing a and b

Difficulty Level: Medium
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