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ELABORATION WITH CROSSTABS (AND RECODING)

A tutorial by Russell K. Schutt (updated by Candace M. Evans) 

to accompany Investigating the Social World

The data analyst's tasks would be far easier if all questions could be answered with only bivariate analyses.  Such is not the case.  The social world (like the physical world) is too complicated and our theories too ambitious:  we need multivariate analytical techniques.


Many of the new questions that we can ask of our data when we employ multivariate statistics can be illustrated by adding just one more variable to our two-variable crosstabs.  The use of a third variable in order to understand more about the relation between two variables can loosely be termed "the elaboration method."  We also can explicate the logic of multivariate statistics by relating our efforts to the task of establishing the existence of causal relations between variables.

There are four key questions that often should be asked about bivariate relationships and that lead us to examine the effects of a third (or more) variable.

(1) Does a causal relationship exist?

Quite often, we posit a relationship between an independent variable and a dependent variable because we believe that variation in the independent variable causes variation in the dependent variable.  If we find that the two variables are associated, this is consistent with the existence of a causal relationship.  But it is possible that this relationship is spurious; i.e., that it is due to the influence of some third factor on the IV and the DV, not to any causal connection between the IV and DV.  

We must rule out the influence of such extraneous factors (third variables) in order to feel reasonably confident that the relationship is causal.  In an experiment, we rule out the influence of third factors by randomly assigning subjects to a control and an experimental group.  Then, there are no other differences between the two groups except for their different value on the independent variable (the experimental treatment).  In nonexperimental research, we must rule out the effects of third factors as best we can through statistical techniques.  Basically, we must see if the IV-DV relationship holds up when we control for, or hold constant, possible extraneous factors.

An example:  We hypothesize that graduates of private schools earn more in their subsequent careers than graduates of public schools.  We find that this is so, and would like to conclude that the type of school attended causes higher earnings.  But perhaps higher parental income results in both a higher probability of attending a private school and a more lucrative career.  In order to test this, we can examine the relationship between school and earnings, controlling for parental income.  

Another example:  people with more education were happier.  Is this association spurious due to the common effect of race on education and on happiness?  To test this with the GSS data, you could examine happiness by race by education.

Before you begin, check the frequency distributions of variables to be used in the analysis and see if any need to be recoded in the GSS2012Y file.  When we construct trivariate crosstabs (not to mention tables with even higher dimensions), the number of cells in our set of subtables quickly becomes rather large.  And so does the number of comparisons we must make in order to interpret our findings.  We also must be concerned with "running out of cases": spreading out the cases across so many cells that the percentages in each subtable are based on very few cases (and so are not reliable).  In order to minimize this problem, it is a good idea to make sure that the control variable(s) has only a few categories.  In most cases it also is a good idea to recode the variables in each subtable so that they too have only a few categories.

Recode CHILDS ((0=0)(1 thru 8=1)( System- or user-missing = System-missing)) into CHILDSR2. Call this variable “Any Children.” Go into the dataset in Variable View and add Value Labels for CHILDSR2: 0=No, 1=Yes.
9) Now examine the bivariate crosstabulation between POLVIEWS and EDUC3 and RACE (requesting column %’s).  

ANALYZE-(DESCRIPTIVE STATISTICS-(CROSSTABS 

ROWS = POLVIEWS
COLUMNS = EDUC3, RACE
CELLS = Observed, Column Percentages

What is the relationship (if any), between POLVIEWS and EDUC3, and with RACE?
In order to “elaborate” the relationship between POLVIEWS and EDUC3, generate a “three-variable crosstab” as follows:

ANALYZE-(DESCRIPTIVE STATISTICS-(CROSSTABS 

ROWS = POLVIEWS
COLUMNS = RACE

LAYER 1 = EDUC3

CELLS = Observed, Column Percentages




STATISTICS = Chi Square, Gamma

Examine the “subtables” produced for POLVIEWS and RACE, within the 3 values of EDUC3.  Is the relationship still about the same in each subtable?  As you can see, the association between RACE and POLVIEWS is quite strong for all three categories.  So education somewhat specifies the association of race and political views.

If the relationships in all the subtables were markedly weaker than in the corresponding bivariate relationship between RACE and POLVIEWS, EDUC3 would “explain” the bivariate relationship.  This implies that RACE is an “extraneous variable” that influences both POLITICAL VIEWS and education, creating a “spurious relationship” between education and political views.  If this were to be the case, education would not actually influence political views even though it appeared to in the bivariate table.  

When the relationship differs markedly in the different subtables, the control variable (in “layer 1”) helps to “specify” the bivariate relationship (see section 3, below).  If the relationship in the subtables generally had been stronger in the subtables than in the bivariate relationship, then you would have found that education “suppressed” the bivariate association between race and political views.

(2) What is the causal process?

In other words, how, or through what process, does the independent variable (IV) influence the dependent variable (DV)?  This requires a search for intervening variables--variables that are influenced by the IV and in turn influence the DV. 

Example:  If type of school attended influences earnings, is this because type of school influences occupation, which in turn influences earnings?

 The steps you take to identify an intervening variable that interprets a bivariate relationship are the same as those you just learned for identifying an extraneous variable that explains a bivariate relationship.  The difference is in the causal model that you want to test.  In the previous example, it isn’t plausible that sex is an intervening variable between education and happiness because sex is set a birth, before educational attainment.  So it was appropriate to posit that the influence of sex was causally prior to that of education.  It wouldn’t have been appropriate to consider a model in which education influences sex, which in turn influences happiness.  .  

A GSS20167 survey example:  Could the relationship between education and political views occur through the intervening variable of income?  After all, income tends to increase with more education.
10) First request the bivariate crosstabs: 

ANALYZE-(DESCRIPTIVE STATISTICS-(CROSSTABS 

ROWS = POLVIEWS
COLUMNS = EDUC3, INCOMEFAM4
CELLS = Observed, Column Percentages




STATISTICS = Chi Square, Gamma

Describe the relationships you have found. Then request the crosstab for INCOMEFAM4 by EDUC3. Does it seem to be true that having more education is associated with greater income?
Now request the trivariate crosstabs:

ANALYZE-(DESCRIPTIVE STATISTICS-(CROSSTABS 

ROWS = POLVIEWS
COLUMNS = EDUCR3


LAYER 1 = INCOMEFAM4

CELLS = Observed, Column Percentages




STATISTICS = Chi Square, Gamma

If income is an intervening variable, the relationship between political views and education will disappear when we control for income, because the "causal chain" is broken.  What happened?

(3) Under what conditions does the relationship hold?

Certain conditions are often required in order for a relationship between two variables to occur.  To the extent that we can identify these conditions, our understanding of the IV/DV relationship will improve.  This is termed "specifying" the relationship between the IV and DV; the relationship is "conditional" on the value of some third variable(s).  In Investigating the Social World, I call this “contextual effects.”
11) ANALYZE-(DESCRIPTIVE STATISTICS-(CROSSTABS 

ROWS = POLVIEWS
COLUMNS = INCOMEFAM4
LAYER 1 = SEX

CELLS = Observed, Column Percentages




STATISTICS = Chi Square, Gamma

A conditional relationship occurs if political is related to income in one subtable (for men, for example), but not in the other subtable (for women).  Was this the case? What do you make of it?

(4) What are the other factors?

Few social phenomena have only one cause.  We may want to consider whether other factors might influence our DV, such as:  

12) ANALYZE-(DESCRIPTIVE STATISTICS-(CROSSTABS 

ROWS = POLVIEWS
COLUMNS = RACE, SEX, MARITAL
CELLS = Observed, Column Percentages




STATISTICS = Chi Square, Gamma

Are race, sex or marital status associated with variation in political views?  What do you think might account for these relationships?  What three-variable models could you test to better understand these relationships?
