Key Formulas

Rate Number in subset Confidence interval s l
Rate = —————— X + V=
Total number around a sample Xx2,(0x) =2, [ n-1
mean with large
x Constant(e.g.,1,000) samples
Proportion Number in subset of sam Confidence interval
. ple f S o S
Proportion = =— + N X4t | Sx
P Total number in sample n around a sample Xt (og) =X &8, [\/ﬁ
mean with small
samples
Percent Confidence interval

Percent = £><100 = Proportionx100
n

around a sample
proportion with large
samples

Sample Mean n To find a z score for v
g i hypothesis testi 2, =X
Sample mean = X = = ypotnesis testing ot =
n one sample mean
Variation ratio fool To find a t score for X -
VR=1- %da hypothesis testing topt = YN
one sample mean: s/~n

Range Highest x; score — Lowest x; score To find a z score for R
hypothesis testing ,_P=P
for one sample oy
proportion:

Interquartile range | IQR =xQ, — xQ, Computational K (2
formula for chi- ¥’=3|2|-n
square statistic =g
(equation 9-3):

Variance of a n o Phi coefficient 5

sample » 5 (x; = X) (equation 9-4): = [ Koot

== n
n-1

Standard - Contingency 2

deviation of a = (x; - X)? coefficient: C= Xoibg

sample s= ’:‘T \'n+ 2

Computational 2 Cramer’s V: >

formula for >( 2)—m % Xobt

; 2_ n n(k —1)
sample variance st = o1

with ungrouped
data — Take the
Square Root
for Standard
Deviation

(Continued)



(Continued)

The probability
of success—
the binomial
coefficient

Computational

Sf)-f
formula for Lambda: | * (&)~

n—1,

The mathematical

Pooled variance

about b and r:

—(x-m) ) )?1 _ )?2
formula for f(x)= 1 o 29 difference between toot = i :
the normal sy/2p means t test (n —Nsi +(n, =185 |y +ny
distribution n+ny, -2 nn,
Formula for v Separate variance vy v
. x-X : X - X,
converting a raw Z= difference between toot = > >
score into a z S means t test : St S
score n—-1 n,-1
Dependent v Other formulas v v
or I\F;Iatched- oot = Xo necessary for SSoetween = z %(X“ ~Xgana)’
samples Sp/ Jn Analysis of
difference Variance and S(x, — X )2
between Related Statistics: iance: SSttal _ 7 kK “rand
Totalvariance:
means t test: rotal n-1
Difference A, _
- 2
between obt = T If1 b Within-group variance : SSuitin _ A
proportions z \JPq Mt group ;= uitin, "
within
test: mn,
i _Y 2
g?rral;t?gronal ;e nZ xy —(Zx)(Zy) Between-groups variance SSyemeen _ ? %(Xk Xgrand)
’ nzx?® —(ZX)2 nxy? -(= )2 between k-1
Pearson’s y y
correlation
coefficient: E- SS,ctween’Ahetween _ Variance between groups
- " SS,inin/AEithin Variance within group
Ordinary Y =o+Bx
least-squares
regression Tukey’s Honest Significant Difference Test:
line for the Critical difference score:
population:
Computational Within-group variance
P nzxy — (x)(Zy) CD = gq
formula for b= W Ny
the sllo.pe
coefficient: Eta squared or the correlation ratio:
2 _ Ssbetween
Sstotal
t statistic for n_> Beta weights: s
testing null t=r 172 b*, =b, [M]
hypothesis - ' sy




Multivariate
ordinary least-

y = a+bx;+byx, + - bX, +¢

Partial correlation
coefficients:

ryx1 — (ryx2 )(rX|X2 )

r =
squares (OLS) e 1=r5, 1-12s,
regression .
equation: P X4~ (e )
YXa-Xq 2 2
1- Ty, 1- s
Partial slope Multiple coefficient
coefficients: _ 7y J yxz waz) of determination, R? = ryzx‘ +(r? o, ) (1= yx‘)
Sy X1X2 R
y] J’X1 X|X2)
S x1x2
Total sum v 2 Logistic
SSita = ZZ (X — X, P
of squares total ™ 7 (Xie = Xgrana) regression model: In(ﬁ) = Bo + By
(SStotal):
Within-group Predicted oo bix)
sum of squares | SS;in = ? (Xx =X, )? probabilities from P = ——@ony
(SS,min): logit model: 1+e







